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Abstract

Computers increasingly perform a variety of important tasks
and services that influence individuals and organizations, yet
few studies tell us about how humans interact with computers
and other non-human decision-makers. In four experiments,
we asked people to engage in cooperation tasks with
computers and with humans. Experiment 1 found that people
gave more money to a human than a computer. We argue this
effect reflects a basic bias in favor of humans, which are
perceived to be the in-group, when compared to computers,
which are perceived to be the out-group. In Experiment 2, we
varied computer and human ethnicity to be the same or
different as the participant; results indicated that ethnicity had
a parallel but additive effect that was independent to the effect
of the human social category. The data of Experiment 3
indicate that it is also possible to promote group membership
with computers by creating structural interdependence based
on shared incentives. Finally, we demonstrate in Experiment
4 that our framework based on social categorization theory
can predict situations where people will cooperate more with
computers than with humans. We discuss implications for
understanding people’s decision making with human and non-
human others.

Keywords: Human vs. Computers; Decision Making;
Cooperation; Social Categorization; Group Membership.

Introduction

Computers are routinely involved in decisions that affect the
lives of individuals and organizations (Davenport & Harris,
2005). The remarkable growth of business conducted online
(U.S. Census Bureau, 2011) and the increasing amounts of
time people spend interacting via social media (Honignam,
2012), suggests computers will play an even more pervasive
role on people’s social, economic, and political life. As a
consequence of these changes, people are faced with having
to make decisions with, not human but, artificial decision
makers. However, despite the importance of the issue, there
has been remarkably little research on the nature of people’s
decision making with such non-human counterparts.

We propose that social categorization theory is a useful
framework for understanding how humans reach decisions
with computers (Tajfel & Turner, 1986; Turner, Oakes,
Haslam, & McGarty, 1994; Crisp & Hewstone, 2007). One
proposition of the theory is that people categorize others
into groups while associating, or self-identifying, more with
some (the in-groups) than others (the out-groups). Because

of this categorization, people will conform more to the
values and norms of the group, and tend to favor the in-
group to the out-group — a phenomenon referred to as in-
group bias. One consequence of this bias is that people trust
and cooperate more with in-group than out-group members
(Sherif, Harvey, White, Hood, & Sherif, 1961).

We propose that people make a basic distinction between
humans and computers in terms of membership in the
“human social category”. People are capable of
dehumanizing and subsequently discriminating against
others that are perceived to lack certain mental abilities
(Haslam. 2006). These abilities are of two types (Gray,
Gray, & Wegner, 2007; Loughnan & Haslam, 2007):
agency, the capacity to act and plan; and, experience, the
capacity to sense and feel. Our proposal rests on research
that shows that people perceive computers to possess less of
these mental abilities than humans (Blascovich et al., 2002;
Gray et al., 2007; Waytz, Gray, Epley, & Wegner, 2010).
Further research shows that people tend to show stronger
activation with humans, when compared to computers, of
brain regions associated with mentalizing (i.e., the inferring
of others’ mental states) and the experience of affect
(Gallagher, Anthony, Roepstorff, & Frith, 2002; Krach et
al., 2008; McCabe, Houser, Ryan, Smith, & Trouard, 2001;
Rilling et al., 2002; Sanfey, Rilling, Aronson, Nystrom, &
Cohen; 2003). We, therefore, posit that denial of
membership in the human social category to computers is
due to this perceived difference in mental abilities. To test
the existence of a bias in favor of humans, we compared
participants’ money offers to computers with offers to
humans, in prototypical decision making tasks (Experiments
1,2, and 3).

Human identities, however, are complex and
multifaceted. In many settings, more than one social
category (e.g., gender, age, ethnicity) may be relevant and
influence behavior (Crisp & Hewstone, 2007). On the one
hand, context can prime one category to become more
dominant (or salient) and effectively exclude the influence
of the others (e.g., Shih, Pittinsky, & Ambady, 1999). On
the other hand, social categories can be simultaneously
salient and have an additive effect on people’s behavior
(Crisp & Hewstone, 2007).

Our second proposal, therefore, is that multiple social
categorization also applies in human-computer interaction.
In particular, we posit that the effects of the human social
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category can combine in additive fashion with the effects of
other social categories. Earlier research has already shown
that people can apply human stereotypes to computers (Nass
& Moon, 2000): in one experiment, in line with gender
stereotypes, people assigned more competence to computers
with a female voice than a male voice on the topic of “love
and relationships”; in another experiment, people perceived
computers with a virtual face of the same ethnicity as being
more trustworthy and giving better advice than a computer
with a face of a different ethnicity. Aside from manipulation
of characteristics of the computers, research has also shown
that it is possible to create group membership with
computers by manipulating characteristics of the situation.
Nass, Fogg, & Moon (1996) showed that people can favor a
computer that belongs to the team, as defined by
interdependence in the task’s payoffs, when compared to a
non-team computer. Thus, to test our proposal, we present
several experiments where people engaged with humans and
computers but, we also introduced additional social
categories based on manipulation of the characteristics of
the computers, namely ethnicity (Experiments 2 and 4), and
of the situation, namely interdependence through shared
payoffs (Experiments 3 and 4). We test whether the effect
of the human social category on participants’ offers
dominates or combines, in additive fashion, with the effects
of the other categories.

Experiment 1

Experiment 1 tests whether people make a basic distinction,
in a decision making context, that favors humans when
compared to computers. Participants engaged in a simple
task, the dictator game (Forsythe, Horowitz, Savin, &
Sefton, 1994), with computers that were perceived to be
controlled by computer algorithms — agents — or computers
that were perceived to be controlled by other participants —
avatars. The dictator game involves two players: a sender
and a receiver. The sender gets 20 tickets and decides how
many to give the receiver, who has no choice but to accept
it. The tickets had financial consequences, as they would go
into a lottery for a prize in real money. Participants were
told that agents would participate in the lottery and, if an
agent won, no one would get the prize. Because there is no
material incentive to offer anything, the game is seen as an
index of altruism. Previous experiments show that 60% of
participants tend to offer something and, on average, 28% of
the pie is offered (Engel, 2011). In our experiment,
participants always played the role of the sender and
engaged, in a repeated measures design, with agents and
avatars. We recruited 47 participants on Amazon
Mechanical Turk for this experiment. To support the
deception pertaining to avatars, before starting the task,
participants were asked to wait for a “server to connect them
to other participants”; moreover, while they waited they saw
information that several other participants were already
connected to the server. In fact, there was no server. Finally,
in all our experiments, participants were supposedly

matched with counterparts of the same gender. Participants
were debriefed at the end regarding these deceptions.

To facilitate interpretation, we converted participants’
offers into percentages (over the total amount of 20 tickets).
As predicted, the results revealed that participants offered
more tickets to avatars (M = 32.61, SD = 18.21) than to
agents (M = 15.43, SD = 15.52), t(46) = 6.702, p = .000, r
=.703, mean difference = 17.18, 95% CI [12.02, 22.34].

The results confirm that people show a bias that favors
humans to computers in the dictator game. We argue this
occurs because computers are perceived to lack in certain
mental abilities (Blascovich et al., 2002; Gray et al., 2007;
Waytz et al., 2010) and, thus, are perceived as out-group
members (in the human social category).

Experiment 2

In Experiment 2, we introduced a new social category —
ethnicity of the counterpart — and tested whether its effect
dominated, combined, or was dominated by the effect of the
human social category. Although racial discrimination is on
the decline (e.g., Ford, 2008), people tend to make
automatic distinctions based on race, which can produce
subtle forms of racial discrimination (Gaertner & Dovidio,
2005). In human-computer interaction, previous studies had
also shown that computers with a visual representation
corresponding to the same ethnicity were perceived more
favorably (Nass & Moon, 2000; Rossen, Johnsen,
Deladisma, Lind, & Lok, 2008). However, this earlier work
focused on subjective impressions, whereas our experiment
is the first, to the best of our knowledge, to test the effect of
ethnicity on behavioral measures in a decision task.

Participants engaged in the dictator game, in a between-
participants factorial design, with (perceived) agents or
avatars that had a virtual face corresponding to either the
same or different ethnicity as the participant. For instance, if
the participant was Caucasian then, in the ‘different
ethnicity’ condition, the counterpart’s virtual face would be
randomly chosen from one of the following: African-
American, Hispanic, Southeast Asian, or East Indian. We
tested three competing hypotheses: 1) if the human category
is more salient than ethnicity, then people should not
distinguish between agents of the same or different
ethnicity; 2) if the ethnicity category is more salient than the
human category, then people should not distinguish between
agents and avatars of the same ethnicity; 3) if the human
and ethnicity categories are independent, then they should
lead to an additive effect on people’s offers. Figure 1 shows
the ethnicities we considered and some of the corresponding
virtual faces. We recruited 184 participants at the USC
Marshall School of Business. Most participants were
Caucasian (32.1%) or Southeast Asian (56.0%). To support
the deception related to avatars, we ran 12 participants per
session, and instructed them that “other participants will be
controlling” the avatars. Moreover, we also told them that
they “would connect to a server that matches players with
each other”. Participants were debriefed at the end regarding
this deception.
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Figure 1: The ethnicities and some of the virtual faces
used in Experiments 2 and 4.

To facilitate interpretation, we converted offers into
percentages (over the total amount of 20 tickets). The
average offers are shown in Figure 2. To analyze the data
we ran an Other (Agent vs. Avatar) x Ethnicity (Same vs.
Different) ANOVA. The results replicated the main effect of
Other reported in Experiment 1: people offered more tickets
to avatars (M = 20.63, SD = 20.27) than to agents (M =
15.44, SD = 17.37), F(1, 180) = 4.08, p = .045, partial #* =
.022. The results also confirmed a main effect of Ethnicity:
people offered more to counterparts of the same ethnicity
(M = 23.26, SD = 20.21) than counterparts of a different
ethnicity (M = 12.80, SD = 16.20), F(1, 180) = 15.55, p =
.000, partial #° = .080. Finally, the results revealed no Other
x Ethnicity interaction, F(1, 180) = .347, p = .556.

Thus, the results show that multiple social categories can
be applied to computers; moreover, the results suggest that
the human and ethnicity categories can have an independent
and additive effect on participants’ money offers.
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Figure 2: Average offers in Experiment 2. The error bars
show the standard errors.
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Experiment 3

In contrast to Experiment 2, which created group
membership by manipulating a (visual) characteristic of the
counterpart, Experiment 3 manipulated group membership
by creating payoff interdependence among players. To
achieve this we used a decision making task, the nested
social dilemma (Wit & Kerr, 2002), which splits players
into groups and bids group interests against collective
interests. Generally, a social dilemma is a situation where an

individual gets a higher payoff by defecting rather than
cooperating, regardless of what others in society do, et all
individuals end up receiving a lower payoff if all defect than
if all cooperate (Dawes, 1980). Specifically, the nested
social dilemma is a 6-player task where the participant is
randomly allocated to position A, B, C, D, E or F and
accordingly assigned to group ABC or DEF. The participant
is given 30 lottery tickets that can be invested in three
accounts: the private, in-group and all accounts. Tickets
invested to the private account are multiplied by 1.0 and
returned to the participant; tickets invested to the in-group
account, which is referred to in the instructions as the
“group account”, are multiplied by 2.5 and split equally
among all group members; tickets invested to the all
account are multiplied by 4.0 and split equally by all six
players. These payoff characteristics create interdependence
among group members and preserve the defining properties
of a social dilemma: irrespective of others’ allocations,
shifting points from a higher to a lower level account always
increased one’s individual final payoff; however, if
everyone is selfish and invests in a lower account, then
everyone is worse off than if they had invested in a higher
account.

The experiment followed a 2 x 2 between-participants
factorial design: In-Group (Agents vs. Avatars) x Out-
Group (Agents vs. Avatars). In line with earlier work on the
in-group bias (Sherif et al., 1961), we expected people to
favor in-group avatars to out-group avatars. Since a previous
study had already shown that people can favor a computer
that belongs to the team when compared to a non-team
computer (Nass et al., 1996), we also expected people to
favor in-group agents to out-group agents. When engaging
with in-group avatars and out-group agents, we expected
people to strongly favor the in-group not only because they
belonged to the interdependent group but also to the human
social category. The last case is more interesting: when
engaging with in-group agents and out-group avatars,
interdependence favors the agents but people also identify
with the human social category of the out-group. Following
the results in the previous experiment we expected these
two influences to cancel each other out, which would result
in no preference between the in- and out-groups. We
recruited 116 participants at the USC Marshall School of
Business. To support the deception pertaining to avatars, we
followed a similar procedure to Experiment 2.

To facilitate interpretation, we converted ticket
allocations into percentages. As expected people invested
more in the private than the other accounts (private: M =
66.23, SD = 26.38; in-group: M = 21.26, SD = 19.60; all: M
= 12.51, SD = 16.92); however, to test our hypotheses we
focused on a measure for the in-group bias, which we
operationalize as the difference between allocations to the
in-group and the all accounts. Figure 3 shows the means and
confidence intervals for this measure for each condition. We
then ran an In-Group x Out-Group ANOVA on this
measure. The results revealed a statistically significant In-
Group x Out-Group interaction, F(1, 118) = 4.13, p = .044,
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partial #° = .034. To further understand this interaction we
ran one-way t-tests, for each condition, to test if in-group
bias was different than zero. For in-group avatars and out-
group avatars, in-group bias was statistically significantly
different than zero, t(28) = 2.63, r = .445, mean difference =
12.64, 95% CI [2.79, 22.50]. For in-group agents and out-
group agents, in-group bias was also statistically significant,
t(29) = 2.644, r = .441, mean difference = 14.33, 95% ClI
[3.25, 25.42]. For in-group avatars and out-group agents, in-
group bias was once more statistically significant, t(31) =
3.73, r = .557, mean difference = 7.81, 95% CI [3.54,
12.08]. However, for in-group agents and out-group avatars,
in-group bias was not statistically significantly different
from zero, t(30) = .122, r = .022, mean difference = .65,
95% CI [-10.15, 11.44].

The results, thus, confirmed our prediction that people
would favor the in-group in all cases, except when the in-
group was composed of agents and the out-group of avatars.
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Figure 3: In-group bias in Experiment 3. The error bars
show the standard errors.

Experiment 4

The previous experiments showed that it is possible to
compensate for the fact that computers do not belong to the
human social category by changing the computer’s visual
appearance (Experiment 2) or the structure of the task
(Experiment 3). In Experiment 4 we wanted to test if it was
possible to over-compensate and have people offer more to
computers than to humans. To accomplish this we had
participants engage, in a between-participants design, in the
nested social dilemma with an in-group that was always
composed of agents of the same ethnicity as the participant
but, with an out-group that was composed of avatars of
either the same or a different ethnicity than that of the
participant. For the case where both the in-group agents and
out-group avatars had the same ethnicity, we expected to
replicate the result in the previous experiment, i.e., no
preference between the in- and out-groups. For the case
where the out-group was composed of avatars of a different
ethnicity, we expected people to favor the in-group agents.
The rationale is that in this case two categories (ethnicity
and payoff-defined group membership) favored agents and
only one favored avatars (human category). We recruited 47
participants on Amazon Mechanical Turk. Most participants
were Caucasian (25.5%) or East Indian (59.6%). The

procedure to support the deception regarding avatars was
similar to the one used in Experiment 1.

To facilitate interpretation, we converted ticket
allocations into percentages. As in the previous experiment,
we use the difference between allocations to the in-group
and all accounts as a measure of the in-group bias. Means
and confidence intervals for this measure are shown in
Figure 4. We ran one-way t-tests to compare the differences
in each condition to zero: if the difference is statistically
significantly different from zero, then there is evidence for
an in-group bias. The results confirmed our prediction: for
in-group agents and out-group avatars of the same ethnicity,
the in-group bias was not statistically significantly different
than zero, t(22) = .417, p = .681, r = .089; however, for in-
group agents of the same ethnicity and out-group avatars of
a different ethnicity, the in-group bias was statistically
significant, t(23) = 2.13, p =.044, r = .406.

The results, therefore, showed that by associating more
positive social categories with computers than with humans,
it is possible to overcome people’s bias in favor of humans.
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Figure 4: In-group bias in Experiment 4. The error bars
show the standard errors.

Discussion

As computational systems take an active role in today’s
society, it becomes important to understand how people
reach decisions with non-human decision makers. Social
categorization theory (Tajfel & Turner, 1986; Turner et al.,
1994; Crisp & Hewstone, 2007) provides important insights.
Accordingly, we argue that the same mechanism whereby
people form social categories that include some people (the
in-groups) and exclude others (the out-groups) extends to
computers. At first blush, people categorize humans as
being in-group members, in the human social category, and
computers as the out-group. This differentiation is
motivated by perceptions that humans possess more
sophisticated mental abilities than computers (Blascovich et
al., 2002; Gray et al., 2007, Waytz et al., 2010).
Consequently, people tend to favor humans over computers
in resource allocation (Haslam, 2006; Loughnan & Haslam,
2007). However, by manipulating the characteristics of
artificial decision makers (e.g., their ethnicity) or of the
situation (e.g., payoff interdependence) it is possible to
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bring other social categories into play, which can
compensate (and even over-compensate) for people’s bias in
favor of humans.

To support our proposal we presented four experiments
where participants engaged with computers perceived to be
controlled by algorithms (agents) or by humans (avatars).
Experiment 1 showed that people offered in the dictator
game more money to avatars than to agents, supporting the
existence of a bias in favor of humans. Experiment 2
introduced a second social category — the counterpart’s
ethnicity — and data indicated that people offered more
money to any counterpart, avatar or agent, that had the same
ethnicity. Experiment 2 also indicated that the effects of the
human and ethnicity social categories can be independent
and additive, thus suggesting that the human/computer
categorization is another in the long list of categories that
people use in social life (Crisp & Hewstone, 2007).
Experiment 3, in turn, demonstrated that it is also possible
to promote group membership with computers by creating
structural interdependence, based on shared payoffs. The
results showed that in the nested social dilemma when the
in-group was composed of agents and the out-group of
avatars, people would not favor avatars anymore. Finally,
Experiment 4 showed further that people can favor agents to
avatars if the former are associated with more positive
categories than the latter. Effectively, people offered more
in the nested social dilemma to in-group agents of the same
ethnicity than to out-group avatars of a different ethnicity.

These results have implications for understanding
people’s behavior with computers. The “computers are
social actors” theory (Reeves & Nass, 1996) introduced the
idea that people can treat computers in a fundamentally
social manner. Indeed our results demonstrated that, even in
the absence of financial incentives, people were willing to
offer money to computers (Experiments 1 and 2). However,
our results complement this view by demonstrating that
there are still important differences in the way people treat
computers in social settings, when compared to humans.
Everything else being equal, people tended to favor humans
(the in-group) to computers (the out-group). The results
suggest that social categorization is a useful framework to
understand people’s decision-making behavior with
computers.

The results comport with findings that people naturally
attribute more mind to humans than computers (Blascovich
et al., 2002; Gray et al., 2007; Waytz et al., 2010). The
expectation of less mental abilities could be the fundamental
reason people fail to treat computers as in-group members
and, consequently, show a bias in favor of humans. Future
work should, therefore, test the prediction that proper
simulation of appropriate mental abilities suffices to make
people treat computers in the same manner as humans, at
least in the context of decision-making tasks with clear
financial incentives.

This work also presents further evidence that people have
the cognitive resources and motivation to classify
themselves and others along multiple categories

simultaneously (Crisp & Hewstone, 2007). Our results show
clear evidence for an additive pattern that reflects a positive
correlation between group differentiation and intergroup
bias. However, researchers have also pointed out that, for
people that strongly identify with the group, this correlation
can be negative, i.e., the less the differentiation, the higher
the bias (Brewer, 1991). The rationale is that bringing
groups together via shared categories might threaten
people’s desire for distinctiveness. Future work, thus,
should explore if in-group identification can also moderate
people’s bias in favor of humans when engaging with
computers in other settings.

From a practical point of view, this work emphasizes the
importance of considering appropriate social and cognitive
psychological theories of human behavior when designing
artificially intelligent decision makers. It is important
designers understand and compensate for people’s tendency
to reach different decisions according to whether they
perceive computers to be driven by a human or by computer
algorithms. Superficially, designers could try to de-
emphasize that certain decisions are being made
autonomously; however, there are ethical and legal concerns
that might limit this type of approach. For instance, the
UK’s 1998 Data Protection Act gives employees the right to
ask for human intervention in the case of any decision made
solely by automated means, when personal data is involved.
Looking instead to the vast literature on intergroup conflict
resolution suggests a set of more-principled design
guidelines. First, personalizing out-group members and
increasing intergroup contact can reduce in-group bias and
prejudice (Pettigrew & Tropp, 2006). In the case of artificial
decision makers, this suggests that designers should strive to
increase visibility and transparency for the mechanisms and
reasons behind the decisions that were made. Second,
creating cooperation through shared goals is known to
reduce intergroup competition (Sherif et al., 1961). This
suggests, for instance, emphasizing that the policies that
decision algorithms implement serve the common good or
creating payoff interdependence between humans and
computers. Finally, in case of severe conflict, designers can
resort to negotiation techniques (Pruitt & Carnevale, 1993)
to resolve divergence of interest between humans and
computers, an approach that is in fact an active topic of
research (Lin & Kraus, 2010).

A multi-disciplinary  perspective is critical for
understanding how people adapt to changing conditions in
an evolving world and, in particular, carry the mechanisms
of human-human interaction into human-computer
interaction. With distinct cooperation tasks and with
different kinds of populations, we showed that the
mechanisms of social categorization and intergroup
behavior can explain people’s interaction with computers
that make decisions. Future work should further explore
more decision contexts, more social categories (e.g., age,
gender, culture), more roles (e.g., receiver), other kinds of
machines (e.g., robots), and determine the sufficient
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conditions artificial decision makers should possess in order
to be treated in the same manner as human decision makers.
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