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Abstract (IC) measures the distance between a head its dependent in

terms of new discourse referents (DR) that occur inbetween

In their evaluation of the integration cost component of &ep
dency Locality Theory on the Dundee Corpus, Demberg and
Keller (2008) found no significant main effect of DLT integra
tion cost on reading times, but suggested that this mightiee d

to auxiliaries incurring some of the full verb’s integratioost

and thus facilitating processing of the verb. This hypathes
however, has to date not been tested. The present paper fills
this gap by reporting an experiment on subject vs. objeet rel
ative clauses including auxiliaries, as well as by testirgrbD

berg and Keller's hypothesis directly on the Dundee Corpus.

A further contribution of this paper is methodological: we
replicate experimental results on the subject vs. objdet re
tive clause assymmetry in a self-paced-reading experinuent

them. Figure 1 shows the dependencies for a subject rela-
tive clause (SRC) and an object relative clause (ORC). In the
example, discourse referents are marked as either 0 (no new
discourse referent) or 1 (new discourse referent). Therdepe
dency edge betweereporter and the main clause veidd-
mitted is annotated with “+2” to express that two discourse
referents occur between these words (namettpckedand
senatoj. The interesting case when comparing the subject
and object relative clause is the embedded attdcked the
integration cost is 1 in the SRC case (just the cost of con-

remotely on the web using WebExp.

Keywords: Dependency Locality Theory, Relative Clause,
Auxiliary, WebExp, Dundee Corpus, Self-paced reading,-Eye
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structing the discourse referent), while the it is 3 in theeca
of the object relative clause. There is a cost of 1 for corstru
ing the discourse referent, plus a cost of 2 for integratirgy t
relative pronourwhoat the tracét* , at which point two dis-

Introduction course referentsénatorandattacked intervene. There are

Dependency Locality Theory (DLT), proposed by (Gibson,also integrations (ﬁerjatorandattackedand the trace anat-
1998; Gibson & Pearlmutter, 2000) is a theory of sentenC(li""Cked bgt no new discourse referents occur between them,
processing which has received quite a lot of attention in the© these integrations are cost-free.

field of psycholinguistics, and has been argued to explain
a range of phenomena including including the SRC/ORC
processing difficulty asymmetry, difficulty of centre embed
dings, cases of processing breakdown, filler-gap dependen-

+2

~ AN A

The reporter who *t* attacked the senator admitted the er

SRC

DR: O 1 0 1 0 1 1 0 1
cies, heavy NP shift and extraposition. c: 0 1 0 1 0 1 3 0 1
(Demberg & Keller, 2008) evaluated the integration cost ORC
component of DLT on an eye-tracked corpus of newspaper ar- 22
ticles (Dundee Corpus; Kennedy and Pynte, 2005), and found X V) '
that verbs which were preceded by nouns were read more ' "ehorerwho. the senator atiacked ™t admited fhe e
slowly than verbs which were preceded by both auxiliaries c o 1 o o0 1 3 3 0o 1

and nouns. Demberg and Keller thus hypothesized that inte-

gration costs might not be incurred at the main verb (as pre- Figure 1: Dependency Locality Theory Integration Cost.

dicted by DLT), but at the auxiliary, at which it should thus

be possible to observe an integration cost effect. e
Tphey did however not testgwhether such an integratiorfb‘uxma”es in DLT

cost effect could indeed be detected on the auxiliariess ThiMost previous experimental studies on locality effects do

paper fills this gap through two studies that test Dember ot contain gumllarles. An ex.ceptlon is Experiment 4 from

and Keller's hypothesis: a self-paced reading experimént olWarren & Gibson, 2002), which compares self-paced read-

matched and controlled subject and object relative claus8d times of an object relative clause with a full or pronogdin

containing auxiliaries, as well as a corpus study analysingmbPedded subject NP vs. a complementizer clause with full

the auxiliaries across various syntactic constructionthen ~ Of Pronominal subject NP, see example (1).

Dundee Corpus for an integration cost effect.

(1) a. Relative clause: The woman wiou/the boy
Background and Related Work had accidentally pushedoff the sidewalk got
) upset and decided to report the incident to the
Dependency Locality Theory policeman standing nearby.
An important component for quantifying processing difftgul b. Complement clause: The woman knew that

in DLT is the so-called “integration cost”. Integration tos you/the boy had accidentally pushedhe girl
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but gave him/you a long lecture anyway. be integrated with the main verb, it would facilitate intagr
_ o tion (hence the negative coefficient), as the main work of

Warren and Gibson found that the reading times were longesfe integration of the nominal dependents has already hap-
in the full NP in ORC condition, which is also the one in nened at the auxiliary. They also point out that this explana
which highest integration costs are expected. On the auxikjop, is compatible with syntactic theories such as Headetri
iary, the difference between the ORC with full NP and thepprase Structure Grammar (Pollard & Sag, 1994), which as-
ORC with pronoun is significant. While this would be in line syme that auxiliaries inherit the subcategorization frarhe
with an integration effect already on the ORC auxiliary, War tne main verb, and that dependents are unified (integrated)
ren and Gibson also point out the possibility that the longefnto the subcategorization frame at the auxiliary. Demberg
reading times on the auxiliary might be a spill-over effect.  anq Keller did however not test this hypothesis in their gtud

The present study seeks to directly investigate whether inso the contribution of this paper is to fill this gap and test
tegration costs can be measured on auxiliaries. both in a controlled experiment and on the Dundee corpus
whether the hypothesis that the verb’s integration cosbean
measured on the auxiliary is true.
Demberg and Keller's (2008) evaluation of Dependency Lo- . o .
cality Theory on the Dundee Corpus showed that there was EXperiment: Auxiliaries in Relative Clauses
no general positive correlation between DLT integratiostso  As a first experiment, we chose to use a strictly controlled
and reading times. They however looked at integration cosgéxperimental setting in which we compare the processing of
at verbs in more detail, and found that verbs which integratgubject vs. object relative clauses including auxiliari€be
an auxiliary and a nominal dependent exhibit a reduced egprocessing difference in subject vs. object relative aaus
timated reading time compared to verbs that only integrate & well-established: Object relative clauses (as in (2a0d)
nominal dependent, while there seemed to be an overalkeffegnore difficult to process than subject relative clauses (1a)
of increased reading time at verbs with more nominal depening & Just, 1991), with increased reading times on the
dents, see Table 1. ORC embedded verb as opposed to the SRC embedded verb

Demberg and Keller therefore suggested that the relevarfStaub, 2010). Dependency Locality Theory (DLT; Gibson,
integration cost might not be incurred at the main verb, bu000) accounts for this effect in terms of long-distance de-
at the auxiliary itself, which might integrate nominal dape pendencies, see the explanation of this case in Section-on De
dents and thus incur a non-zero integration cost (DLT assumgendency Locality Theory.
that auxiliaries are cost-free). When the auxiliary wotnelrt We created 24 subject and object relative clauses with aux-

iliaries preceding the embedded verb, based on the experi-
mental items from (Staub, 2010), see (2).

Result from Demberg and Keller, 2008

Table 1: First pass durations for verbs (with non-zero inteo a. The mathematician whiaux had |v visited

gration cost) in the Dundee Corpus: coefficients for verbs [np the chairmanfound a solution to the prob-
grouped by verbal dependeni$ £ 20) and their significance lem.

levels for a model fitted on residual reading times (with re- b. The mathematician whdye the chairmah
spect to a model including other predictors known to influ- [aux had [v visited found a solution to the prob-
ence reading times). Abbreviations in the table refer ta par lem.

of speech tags used by the Penn Treebank annotation: AUX:

auxiliary, PRP: personal pronoun, NN: singular or mass nounData Collection

NNP: proper noun, singular, RP: particle, MD: modal, NNS:\ye ya 3 self-paced reading experiment with 126 particiant
plural noun, RB: adverb, AUXG: auxiliary present partiepl online, using WebExpyww. webexp. i nf o (Keller, 1999), an

TO: preposition to, JJ: adjective, VBP: non-third persan si- o e rimental software that carries out psychological expe
gular present verb. Table from Demberg and Keller (2008). jments over the internet. Keller, Gunasekharan, Mayo, and

Dependents Coeff  Signif N Corley (2009) demonstrate that response times collectdd wi
ng-ﬁgi-ﬁgé -gg.gé *: %% WebExp are sufficiently accurate to conduct reaction time ex
NNS-MD-AUX 3078 - 110 periments over the internet. Experiment 2 from (Keller et al
PRP-AUX-PRP-AUX  -29.72  # 184 2009) replicates results from a lab-based phrase-by-phras
sngEL-&UX -2252.3654 *::* 1750% self-paced reading experiment using the WebExp software.
PRP-AUX-RB 517 . 133 Participants were recruited using ‘Amazon Mechanical-
AUXG 20.26 * 121 Turk, which we used to create HITs linking to the WebExp
NNP-AUX -19.05 o 301 experiment. In order to encourage participants to complete
IPRP 1126(?17 o 137,33 the whole WebExp experiment, the HIT also contained a field
NN-RB 2296 * 127 that required participants to fill in a password which was pro
NN-NNS 76.43 25 vided on the last screen of the WebExp experiment. We re-
PRP-MD-PRP-MD-JJ 1054  * 65 stricted the HITs to workers who were based in the USA, and
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have a HIT approval rate 80%. In the instructions, we ad- Difference in estimated reading times
. . - . for SRCs compared to ORCs.
ditionally required workers to only participate if they weer
*

native speakers of English. We successfully collected data
from 126 participants(approx. 60 per condition). Following 7 I - l

10

recommendations in (Keller et al., 2009), we only allowed
workers with a Windows or Linux operating system.

The experiment was programmed as a word-by-word self- o0
paced reading experiment. Due to a limitation of WebExp,
each sentence within a set of sentences to be randomized has 71
to contain the same number of words. In addition to inserting e T
auxiliaries, we therefore edited the items from (Staub,01 T oax ve  oT NN veMm

to conform to this format by adapting the length of the region

following the relative clause. _ o _ N
Figure 2: Coefficients for relative clause condition show@aa

Mixed-effects modelling bar plot, a negative value at the auxiliary means that the aux
In order to test whether our manipulation of relative clausdliary was read faster in the subject relative clause coowlit
type has an effect on the reading times on the auxiliariesh@n in the object relative clause condition.

we use linear mixed effects models from the R Ime4 pack-

age (R. Baayen, 2008; R. H. Baayen, Davidson, & Bates, ) Staub 2010

2008). This type of model can be thought of as a generaliza- o dirkHanlects (ARG eompared i GRLL.

tion of linear regression that allows the inclusion of ramdo
factors as well as fixed factors. We treat subjects and items
as a random factors, which means that our models contain an -
intercept term for each subject and each item, representing &,
the individual differences among the subjects and diffeesn

between our items. Furthermore, we include random slopes

under both subject and item for our predictor (relative séau Staub 2010

type), essentially accounting for idiosyncrasies of aipiart go-past effects (SRC compared to ORC)

0 40
|
|

Ak
VB DT NN VBM

pant or item with respect to the predictor, such that only the §
part of the variance that is common to all participants ahd al g
items is attributed to the main effect for our predictor. c 1 sk Hokok
We excluded as outliers any reading times shorter than - *;:_‘ W -
100msec or longer than 1000msec.
Results Figure 3: Experimental results from Staub, 2010 using the

— . same materials without auxiliaries in an eye-trackinggtud
We found a significant effect of relative clause type on the

auxiliary (AUX), the embedded verb (VB) and the determiner

(DT), but not on the noun (NN) or the sentence’s main verban account of an integration cost effect being observable at

(VBM), see Figure 2. the auxiliary. There is however a confound in such subject
Auxiliaries and verbs were read significantly faster in thevs. object relative clause stimuli: the regions precedirgy t

subject relative clause condition than in the object redati auxiliary (or the verb, in other studies) differ in that thes

clause condition. We furthermore found that SRC determinauxiliary is preceded by the relative pronoun, while the ORC

ers were read more slowly than ORC determiners; a similapronoun is preceded by a noun.

effect was found on the noun region in early reading time We therefore ran a second analysis which takes into ac-

measures in Staub (2010), see Figure 3. Differences in termmunt spill-over effects. We approximate the spill-ovdeef

of the location of the effect may be due to differences in-self that a word can cause by calculating with mixed-effects mod-

paced reading vs. eye-tracking. els the effect of one word’s log frequency on the following
The faster reading times on the verb of the subject relativavord’s reading times In order to obtain an accurate esti-

clause are in line with DLT integration cost, while the large mate of typical spill-over effects, we ran this estimatian o

and significant effect on the auxiliary seems to support als@ll words in our experiment, including fillers. used residua

- reading times for each of the words in our relative clause ma-
1There were some problems with WebExp, which sometimes——

failed to correctly transfer the collected data to our servEhis 2while it would be possible to approximate the spill-overeeff

resulted in loss of about 30% of our data. This problem hach bee given not only the previous word but also the word before, thaite

observed by others and reported earlier; it appears to kepémd  that for our stimuli, only the previous word can plausiblypkin

dent of the operative system and browser used by workerskaftor the longer reading times on the ORC auxiliary. (Warttk— 2 in the

whose data failed to transfer were paid normal rates regssdl ORC is shorter and more frequent than wattk— 2 in the SRC.)
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T or SRCs compared 10 ORCe. based on text fronThe Independemewspaper. The texts
8y Sereccommaprepliowerefecs contain about 51,000 words and were read by 10 native speak-
ers of English. The text was presented on a computer screen,
five lines at a time at a line length of 80 characters.
Since the corpus data is not syntactically annotated, we
- [ | parsed the entire corpus with the Stanford parser (Klein &
- — Manning, 2003; De Marneffe, MacCartney, & Manning,
2006), which generates both a phrase structure parse and a
dependency representation. We calculated DLT integration
cost based on the top-ranked dependency output for each sen-
Tk v ot N vew tence. We evaluated our integration cost implementatien us
ing a short text that had been hand-annotated with integrati
cost values (Wu, Bachrach, Cardenas, & Schuler, 2010). This
Figure 4: When taking spill-over effects into account, the e evaluation gives us an estimate of how well our automatic an-
fect on the auxiliary disappeared. notation tool performs, and also enables us to evaluate our
new implementation based on the Stanford parser with an

. . , , Ider implementation (Demberg & Keller, 2008) which was
terials as a response variable and re-ran the earlier m|xe(g-

effects analysis on these residual reading times. Thetgesul ased on the MiniPar parser (Lin, 1998), see Table 2.
then looked rather different: the facilitation effect on GR

auxiliaries, and difficulty effect on SRC determiners disap Taple 2: Evaluation on a text of 770 words, manually anno-
pears when we account for spill-over effect, see Figure 4. tated with integration costs.

We furthermore find a significant effect of relative clause correlation (Kendall)
type on the reading times of the main verb, indicating that th Parser % correct IC| to manual annotation
main verb in the subject relative clause condition was read ~MINIPAR 83% 1=0.77,p< 0.001
more slowly than the main verb in the object relative clause  ~Sianford 89% T=0.84, p< 0.001

condition. This effect is puzzling as previous studies df: se
paced reading rather seem to suggest a tendency for longer
reading times on the ORC main verb, while reading times int

\ ) . . . . 0
Staub’s eye-tracking experiment were virtually identical

We then automatically aligned each auxiliary with the au-
matically determined integration cost calculated fogiov-
erning main verb, in order to measure whether any effect of
Discussion increased integration cost at the verb might be measurable o

We find that increased reading times on auxiliaries can be e lal(ijLIjlary. In orde.r to ﬁ.ecr:]rtfaasr? no(;§e in the da;ta set, we
plained in terms of spill-over effects, thus not supporting ~ €XC!Ud€d any cases in whic urther discourse referents oc-

hypothesis of (Demberg & Keller, 2008), who suggested thafurred between t_he_ auxm_ary and the verb, or where no verb

integration costs might occur at auxiliaries and faciitate- f:_ould be found within a window of three yvords aft,er the aux-

gration at the verb. Instead, our findings support the oaigin lliary. We furthermore excluded contractions (eag'll).

predictions of Dependency Locality Theory (Gibson, ZOOO)Methods

This result calls for a closer investigation of the Dundee co

pus data to directly examine whether any integration cost efVe analysed the data using linear mixed effects models. Be-

fect is associated with auxiliaries in that data, see oureExp cause the corpus data are not as closely controlled as the ex-

iment 2. perimental data from the first study, and because the method-
In terms of experimental methodology, we provide evi-0logy differs (eye-tracking here vs. self-paced readingxn

dence for the validity of self-paced reading using WebExp periment 1), we run mixed-effects models with a larger range

by replicating the established relative clause asymmetry r of different predictors, including the length of a word irech

sult on the embedded verb. Initial evidence that timing gisin actersor dLengt h, its log frequencyér dFr eq, a flag indi-

WebExp is sufficiently accurate for self-paced readingistud cating whether the previous word was fixatrvFi x, the

is presented in (Keller et al., 2009). To the best of our krowl frequency of the preceding word to account for spill-over ef

edge’ the present results are the first ones for Word-by-woraictspr evFr eq, forward and backward transitional prObabili'

SPR using WebExp, as previous studies used much |arger réESFOI’ wTr ansPr ob andBackwTr ansPr Ob, the word number

gions. within the sentenc®ér dNo, the fixation landing position in

relation to word length.andPos, the launch distance of the

Corpus Study: Auxiliaries in Dundee Corpus saccade.aunchDi st , the surprisal at the wordSur pri sal

Data as well as the verb’s integration cdstt egCost .

For our data analysis, we used the Dundee Corpus (Kennedy 3gyrprisal was calculated using the Roark parser (Roark,
& Pynte, 2005), an English language eye-tracking corpu®achrach, Cardenas, & Pallier, 2009).

2163



As response variables, we use four different measures dhree. (An integration cost value of zero can only occuréf th
reading times: first fixation duration (duration of the firgtfi main verb of the sentence is a copula.)
ation, if any on the first pass through the sentence fromdeft t
right), first pass duration (sum of duration of fixations dgri
first pass reading on a word before leaving the word), total
duration (sum of the durations of all fixations on a word) andg 4 opline for verb's IC
go past times (time spent between the first fixation in firspas | — density plot of verb's Ic
reading on a word and first leaving it to the right). g

We only analysed auxiliaries which had received at least
one fixation. Before fitting LME models, we applied outlier &
removal: we computed the mean reading time (over all items |
and participants), and then removed all data points which | - T
deviated more than two standard deviations from the mearg |- AN\ e e
Outliers can affect the results of analyses on the Dundee cor
pus, as (Roland, Mauner, OMeara, & Yun, 2012) show. Fur-
thermore, this way of trimming the data also reduces the long
tail of the reading time distribution, resulting in a dibtition
that is closer to normal. This left us with 1257 data points.

Integration Cost and First Pass Times on Auxiliaries

o —+)
N
st
(2]
©

Integration Cost at Verb

Figure 5: Spline plot for the verb’s integration cost fittittng
first pass times on the auxiliary.
Results

Non.e of our models supp_ort the hypothesis_ that higher intg- Overall Discussion
gration costs at the verb increase reading times at the-auxil i

iary preceding the verb. In none of the reading time modeld\either the results from the experiment nor the results
did the verb’s integration cost come out as a significant pre{fom the corpus study support the hypothesis suggested in
dictor of reading times on the auxiliary, see for example thdPe€mberg & Keller, 2008), that integration may already hap-
best fitting regression model for first pass times in Table 3P€n at the auxiliary and costs of such an integration would
When we add the verb's integration cost as a predictor, modd]® measurable in reading times. The results from the corpus
fit is not significantly improved ~ 0.75), and we even get a study are in line Wlth_the results_ from the clqsely controlle
negative coefficient = —0.33,t = —0.293), so there is not rela.tl_ve.claL_Jse experl_njent. Whl!e the exper]ment compared
much reason to believe at this point that the failure of figdin 2uxiliaries in a specific syntactic construction, the carpu

a positive significant effect would simply be due to an insuf-Study complements the first experiment in that it includes
ficient number of data points. auxiliaries from many different syntactic constructionk.

also shows that the result can be replicated for contexeechli
reading in more naturalistic conditions.
Table 3: Final model for first pass times on auxiliaries, show  In both studies, we took care to account for spill-over ef-
ing that reading times are longer when word length increasesects from previous words, and such effects indeed turnéd ou
and shorter when the previous word was fixated or was @ be important in both studies: in the relative clause study

highly frequent word. the interpretation of results changes completely when tak-
ing into account spill-over effects, and in the corpus study

Predictor Coeff Std. Err  tvalue Signif the variables capturing overspill effects significantlyimmve
(I'ntercept) | 230.52 9.44 2440  *** model fit.
Wr dLengt h 5.46 2.40 2.27 * Getting back to the fundamental question underlying these
PrevFreq -5.18 150 -345 * studies, these results lead to the following hypothesesatabo
PrevFi x -25.19 404 -6.23 o integration cost at auxiliaries:
LandPos -11.98 15.02  -0.79
Surpri sal 2.00 1.33 1.50 a) Auxiliaries help integration at the verb in a way which is
Wen: LandP -9.02 6.13 -1.47 not directly reflected in their reading times.

) ) ) ~ b) Auxiliaries do in fact not help integration at the verbdan
To more closely inspect the relationship between DLT in-" p T jntegration cost, despite showing stable effects in ex-
tegration cost and reading times and understand where the perimental settings, does hence not have much general ex-

negative coefficient comes from, we ran a generalized addi- pjanatory power for data of properly contextualized utter-
tive model with a spline (k=30) for the verb’s integratiorsto ances such as those occurring in a corpus.

as a predictor and the auxiliaries’ first pass times as the re-

sponse variable. As can be seen in Figure 5, there is indeed)a The integration cost estimate using automatic parsialg to
negative trend for increasing integration cost, at leasafx- is not accurate enough (in particular due to shortcomings
iliaries with the most common integration cost values one to in dealing with traces).
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The last concern is unlikely to be valid, however, as it onlyDemberg, V., & Keller, F. (2008). Data from eye-tracking-cor
applies to the corpus study, and doesn’t explain failurentd fi ~ pora as evidence for theories of syntactic processing com-
an effect in the first experiment. Also, we have taken great plexity. Cognition 109, 193-210.
care to re-implement integration cost based on a stathesf-t Gibson, E. (1998). Linguistic complexity: locality of syt
art parser, and have used heuristics to account for traces. tic dependenciegognition 68, 1-76.

Question a) could be addressed experimentally by manigsibson, E. (2000). Dependency locality theory: A distance-
ulating constructions with respect to the presence of an aux dased theory of linguistic complexity. In A. Marantz,
iliary (the effects of spill-over could be diminuished bying Y. Miyashita, & W. O’Neil (Eds.)mage, language, brain:
an adverb before the verb such that the word immediately be- Papers from the first mind articulation project symposium

fore the verb is always the same). (pp. 95-126). Cambridge, MA: MIT Press.
Gibson, E., & Pearlmutter, N. (2000). Distinguishing skria
Conclusions and parallel parsinglournal of Psycholinguistic Reseaich

I : . _ ) 29(2), 231-240.
The contribution of this paper is two-fold. We find that in- Keller, F. (1999)Webexp: A java toolbox for web-based psy-

creased reading times on auxiliaries in subject vs. obetr  opq|qgical experimentsUniversity of Edinburgh, Human
ative clauses can be explained in terms of spill-over edfect  ~ymmunication Research Centre.

thus do not support the hypothesis of (Demberg & Keller,ig|ier, ., Gunasekharan, S., Mayo, N., & Corley, M. (2009).
2008), who suggested that integration costs might occur at Timing accuracy of web experiments: A case study using

auxiliaries and facilitate integration at the verb. Insteaur the webexp software packaggehavior Research Methods
findings support the original predictions of Dependency Lo- 41(1), 1-12.

cality Theory (Gibson, 2000). These results are further SUPKennedy, A., & Pynte, J. (2005). Parafoveal-on-fovealafie
ported by a corpus study of auxiliaries from the Dundee Cor- i, hormal readingVision Research5, 153-168.
pus. We can not find any significant effect of the verb’s in'King J., & Just, M. A. (1991). Indi\'/idual differences in

tegration cost on reading times at the auxiliary in any of our syntactic processing: The role of working memdigyurnal
reading time measures. Given our evidence about the lack of ¢ Memory and Languag&0, 580-602.

any detectable integration cost effect on auxiliaries, @@ ¢ kjein D & Manning, C. (2003). Accurate unlexicalized
no longer explain away the lack of an overall positive effect parsing. InProceedings of the 41st annual meeting on as-

of integration costs on the verbs from the Dundee corpus as gqciation for computational linguistics-volumep. 423—
being due to the presence of auxiliaries. 430).

Our second contribution is methodological: the self-paced jn, . (1998). An information-theoretic definition of sim-
reading study (Experiment 1) provides evidence for thevali jjarity. In J. W. Shavlik (Ed.)Proceedings of the 15th in-
ity of word-by-word self-paced reading via WebExp, by repli  ternational conference on machine learnigpp. 296—304).
cating the established relative clause asymmetry resth®n  nadison, WI: Morgan Kaufmann.
embedded verb. While initial evidence that timing using We-po||ard, C., & Sag, I. A. (1994)Head-driven phrase struc-
bExp is sufficiently accurate for self-paced reading swide  tyre grammar Chicago: University of Chicago Press.
presented in (Keller et al., 2009), the present resultstare, Roark, B., Bachrach, A., Cardenas, C., & Pallier, C. (2009,
the best of our knowledge, the first ones for word-by-word  August). Deriving lexical and syntactic expectation-lshse

self-paced-reading using WebEXp. measures for psycholinguistic modeling via incremental
top-down parsing. IfProceedings of the 2009 conference
Acknowledgments on empirical methods in natural language processipg.

324-333). Singapore.
Roland, D., Mauner, G., OMeara, C., & Yun, H. (2012). Dis-
course expectations and relative clause procesdmgnal
of Memory and Language
Staub, A. (2010). Eye movements and processing difficulty
in object relative clause€ognition 116, 71-86.
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