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Abstract dyadic stancesan be inferred (Prepin, Ochs, & Pelachaud,
When two persons participa.te in a discussi.on’ they not On|y 2012) from diaChroni(alignmentbetween interactants. The
exchange the concepts and ideas they are discussing, ieey al  effort of interlocutors to linguistically and non-verballign

express attitudes, feelings and commitments regardinig the ; ; A _
partner: they expressterpersonal stances Endowed with through time is a marker of stance: it convey stance of mu

backchannel model, several virtual agents are able to teact ~ tual understanding, attention, agreement, interest agaspl

their partners’ behaviour through their non-verbal bebawi antness (Louwerse, Dale, Bard, & Jeuniaux, 2012).
In this paper, we go beyond this approach, proposing and test o
ing a model that enables agents to expresiyadic stance The description of stance has not only evolved toward

marker of effective communication: agents will naturalty- ¢ a distinction betweeindividual and co-constructedstance.

construct a sharedyadic stancef and only if theirinterper- . . . -
sonal stancdsrec?p%callypositive. We fog’us on smile,\F/)vhich It has also evolved from a uniquely linguistic description

conveysinterpersonal stancand is a particularly efficient sig- (DuBois, 2007; Kielsing, 2009) to a description implying in
n_a: fOIF CO-fet9U|a|t|0n of Cb?mtmunlc?tlcl)nf With _th('js_' FSOdleL a teractants’ Non-Verbal Behaviours (NVBs) (Scherer, 2005;
virtual agent, only capabnle 1o control Its own Indiviaual pa . . Iy
rameters, can, in fact, modulate and control the dyadiastan Prepm .et_ al., 2012). The non-\{erbal behaviours partllelpat
appearing when it interacts with its partner. The evalmatio ~ maintaining contact between interactants and facilitae v

of the model through a user perceptive study has enabled us pal exchange: they are an integral part of the communication

to validate that the dyadic stance is significantly peratias . .
more positive (mutua)I/understanding, a(iqttention,)ggreemen process (Paradowski, 2011). NVBs actively convey stances

terest, pleasantness) when reinforcement of smile isnezip through paralinguistic features (such as tone of voicea-dur
Keywords: dyadic interaction; interactive behaviours; dynam-  tion, loudness or prosody), facial expressions, and pestur
ical systems; dyadic stance; smile; virtual agent; (Chindamo et al., 2012).

Introduction Models of interactive agents have mainly explored the au-

When we consider verbal communication, interlocutors nofoMatic generation of virtual agent's behaviour alignedran
only exchange the concepts and ideas which constitute tHgterlocutor's behaviour. Buschmeier, S., and Kopp (2010)

subject of their discussion, they also express feelingiggu ~ cOmMbine a model of lexical alignment with a model gener-
ments or commitments regarding this subject. This «atti-ating behaviours based on linguistic information. Baitens

tude which, for some time, is expressed and sustained if?"d Yee (2005) model the NVBs alignment of a speaking
teractively in communication, in a unimodal or multi-modal Virtual agent to a listening human. They proposbigital
manner” corresponds to tisgance Chindamo, Allwood, and Chameleor(in reference to th&€hameleon effecﬂ!e_scnbed
Ahlsén (2012) review the existing definitions and desiigg ~ 2Y Chartrand and Bargh (1999)). Bevacqua, Hyniewska, and
of stance; they show how these definitions have evolved fror €/achaud (2010) model the NVBs alignment of a listen-
a focus on individual expression of stance to a more interadNd @gent to a speaking human: they propose a model of
tive and social descriptionindividual stancerefers to two ~ Packchannelsi.e. NVBs aligned in time and nature, to fa-
types of stance: epistemic and interpersonal stance {Kgls Cilitat® human users to tell a story.

2009). Theepistemic stancés the expression of the rela-  All these models focus on the adaptation of the virtual
tionship of a person to his/her own talk (for instance “cer-agentto its interlocutor, but do not take into account tlegore
tain”). Theinterpersonal stancesonvey the relationship of a rocal adaptation of this interlocutor: behaviours are cotag
person to the interlocutor (for example “warm” or “polite”) in reaction topartner’s behaviour, but not interaction with
Moreover, during an interaction, “stances are constructegartner’s behaviour; the dynamical coupling associateddo
across turns rather than being the product of a single turninutual engagement of interactants is not modelled, and crit
(Chindamo et al., 2012). When interactants with individ-ical parameters of interaction such as synchrony and align-
ual epistemic and interpersonal stances are put in presenaaent which appear as side effects of this coupling (Paolo,
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grzhri?s:sg;clilzlunkﬁ;iszoog; Prepln.& Pelaqhaud, 2011, 2012a),_ Characteristics|| Amused Polite smile Embarrassed
. paper, we aim at going further by propos of smile smile smile

ing a model enabling virtual agents to co-construct their be ["Cheek raising T — —
haviours: agents will be enabled to adapt to each other be- Open mouth + _ —
haviouron the fly(that is in the time scale of the coupling | Lips tension — - +
(Prepin & Pelachaud, 2011)) and to perform a resulting be{ Symmetry + + -
haviour which is a dynamically built mix of each other be- | Amplitude + — -

haylour; agents \_N'” a_lso_ be enabled to modulate_ how mucﬁ-ame 1: Smiles characteristics depending on their tyfsedta
their own behawour is influenced by the behaviour of thegyeq hased on the results described in (Ochs et al., 2010)):
other, and doing so, they can control the stance of the dyad.j, icates significantly higher and - significantly lowerwves

In the present paper, we propose and test a model that gt the characteristic for a given type of smile than the ather
ables virtual agents to co-constructigadic stanceby tak-
ing advantage of the interactive loop existing between tgen the face, have to be activated to create a smile, and are suf-
and the resulting conjugated effects of reciprocal aligmtsie ~ ficient for an observer to recognize a facial expression as be
Each virtual agent, only capable to control its own individ-ing a smile. However, subtle differences in dynamics and in
ual parameters, can, in fact, modulate and control the dyadimuscular activations make smiles convey different message
stance appearing when it interacts with its partner. Wegocu(such as amusement and politeness). Ochs et al. (2010) have
on smile behaviours for three reasons: (P1) a smile is onstudied the characteristics of polite, amused, and emdxeda
of the simplest and most easily recognized facial exprassio smiles of virtual agent’s. Their results are summarizedsin T
(Ekman & Friesen, 1982); (P2) recent works (Ochs, Niewiad-ble 1. The amused smiles are mainly characterized by large
moski, & Pelachaud, 2010) have shown that people are able @mplitude, open mouth, symmetry, and relaxed lips. Most of
distinguish different types of smile when they are expréssethem also contain the activation of the cheek raising, and a
by a virtual character; (P3) in multimodal communication, long global duration. The polite smiles are mainly chanacte
smile alignment appears in the form of synchronous smilézed by small amplitude, a closed mouth, symmetry, relaxed
expressions of interactants (Louwerse et al., 2012). Thedips, and an absence of cheek raising. The embarrassedgsmile
three properties of smile enable us to focus on the dynamicalften have small amplitude, a closed mouth, and tensed lips.
mechanisms of smiles alignment to model the co-constnictioThey are also characterized by the absence of cheek raising
of dyadic stances. For this purpose, based on the first prognd an asymmetry in the smile.
erty of smile (P1), we model the sensitivity to partner’slemi . . .
as a motor resonance phenomenon. Considering the Selg_erceptlon—Acnon mapping
ond property of smile (P2), we implement this model on aln order to enable virtual agents to modify their facial esgpr
dyad of smiling virtual agents. Based on the third propertysions “on the fly” (that is dynamically and in real-time), as
of smile (P3), we enable the virtual agents’ smiles occgrrin Proposed in (Prepin & Pelachaud, 2012b), facial expression
synchronously to reinforce each other depending on the tw@'e updated frame by frame depending on both the speech ex-

agents’ individual stances. pressed and the continuously incoming reactions of its part
ner. When an agent is performing an action (e.g. the display
Model description of a facial expression), it can have feedbacks concernisg th
, , action and can modify it “on the fly”.
In order to create virtual agents able to co-construtyadic Several researches have shown that there is a natu-

stanceby taking advantage of the interactive loop they form 5 ysiryctural tendency to imitate the other and to beteer p

with their partner, we focus on the agents capacity 10 MUgejye the other when imitating back (Muir, 2005; Nadel, Pre-

tually reinforce their smiles (see Introduction). The &gen pin, & Okanda, 2005). We model this property combining a
will be able to change the influence of their partner’s Sm”emapping between thgerceptive spacand themotor space

on their own smile: the more their own actions are influenced,,4 the self-activation of thenotor space Both thepercep-

by the perception of their partner’s actions, the easidrbeil ;o spaceand themotor spaceare defined by Action Units

the coupling and the mutual reinforcement of the two agenthUS) in the Facial Action Coding System (Ekman & Friesen,
smile; virtual agents will be able to control tdgadic stance 1982) necessary to define smiles.

they co-produce with their interlocutor. The self-activation of the motor space, with a weight

1 (see Figure.l), both simulates a short term memorisation
of actions and facilitates the subsequent activation oflaim
In the proposed model, we focus on virtual agent’s smiles. Omctions (Schoner & Thelen, 2006). The neards to 1, the
one hand, smile is one of the simplest and most easily recodenger the memorisation. We choose here 0.95 to ensure
nised facial expression (Ekman & Friesen, 1982), and on théhat this memorisation is “short term”, i.e. that afteset
other hand it is one of the few behaviours often performed?25 time steps), if there is no other stimulation, the atiiva
contingently by partners during interaction (Louwerselgt a of the AU is decreased by two thirdg\U;(to + 25) < 1/3-
2012). The two muscles zygomatic major, on either side ofAU;(to).

Smiles descriptions
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The mapping between perceptive and motor spaces coFor instance, a virtual agent with a cooperative attitudebi
responds to the links between perceived characteristics ahore sensitive to the interlocutor’s perceived smile. Nbg
smiles and generated characteristics of smiles. The mgppirwe do not model any cognitive model or strategy concerning
is based on the results on smiles reported in previous sethe expression of stance, we just model howititerpersonal
tion. More precisely, the nodes in the perceptive and motostanceof the virtual agent modifies the way the agent is sen-
spaces correspond to the characteristics of the diffeypest ~ sitive to its partner’'s behaviours: the agent will modifynho

of smilet. much it is interactive, engaged and finally cooperative with
This mapping is represented in Figure 1 by links of dif- its partnef.
ferent widths between theerceptive (AUper) and motor We assume here thiterpersonal stances represented as
(AUprog)spaces. The dashed links ending with a circle rep-a single variables, in [0, 1], which multiplies all the influ-
resentinhibitory links. Action ences between perceptive and motor spaces (see Fig.2). In
the evaluation studyg only takes two valuess = 0 when the
2ygom (r:gi%eélasT On‘;gHEahd ps vir_tual agent i_s not coop’)erati_vée. when its smiles are not
Motor Space‘ O 0 0 D reinforced I_oy its partner’s smiles; z?mch 0.45 when t_he vir-
y A= tual agent is cooperativee. when its smiles are reinforced
a by its partner’s smiles. Note here thatafwas higher than
Y/ N 0.45, even without any communicative intention stimulating
Pesrggggve ‘w@/ - o e ) @ ‘ smiles, the reciprocal influence between agents would be too
zygom _ cheeks[ mouth lips high to let smiles decrease.
raised

opened tension

Virtual agents dyad

The last step in the design of our model is to put two virtual
agents in presence, a speaker and a listener (Fig.2). Fer sak
of simplicity and to focus on the dyadic effect of the smile
expressions, the virtual listener has no access to the mean-
) ) i . ing of what the speaker says. The listener only perceives
e Zygomatics zygomaticsappear in every smile and only e speaker's non-verbal behaviour. On the other side, the

their high amplitude indicatemmused smilgTable 1); we  gneakers speech directly influences its own actions imtbe
assume that their perception will influence their productio ;. space(see Fig.2).

only if the perceived amplitude is over a threshidigl _ _
« Lips tension amusedandembarrassedmiles are incom-  pgeng  9°MZ'S Perceptions are Agentls actions |
patible (they have opposite characteristics, see Table 1),

Perception
Figure 1: Perceptive Space and Motor Space mapping.
The excitatory/inhibitory nature of links and their weight
have been inferred from Table 1. We detail the modelled ef
fects for each smile characteristic:

gent2

we assume that the specific AU of an embarrassed smilespace _ mterpersonal Pesrggggve
(i.e. lips tension) willinhibit and will be inhibited bythe 29 cheelginouth lips Stance '5 g‘“;‘;e%g
specific AUs of amused smile (i.e. cheeks raised and zygo-
matics ovethg). S " \X 01 o VA

e Cheek raising cheeks raisings an exclusive marker of g Y O O O O J O]

X ) ) Z h th i Interpersonal lips  moythcheekzyg
amused smile (Table 1); we assume that its perceptiorperceptive o - Sance Motor
highly excites all the specific characteristics of amused SP2® Space

_smile (zygomatic aboving, cheeks raise and mouth open- Agentl's perceptions are Agent2's actions
ing). _ : . -
R M?))uth Opened openina of mouth is not a specific char- Figure 2: Scheme of the interactive loop within the dyad.
teristi P p 'Ip V\? that it P i | We implement our model of virtual agents dyadic stance
actenstic ot smiies. Ve assume tnhat Its perception on ygeneration in theLeto/PrometheudNeural Network (NN)
influence the opening of mouth production.

) . simulator (Gaussier & Zrehen, 1994), interfaced with thre vi
We stay at thg Ieyel of a purely reactive model_, only usingy agent platform SEMAINE (Schroder, 2010). The NN
muscular activations of produced and perceived signalsim ator enables to design the architecture neuron byomeur
More cognitive modelling could infer emotions and inten- 5, 1 control architecture dynamics in real-time (hereéa
tions from these muscular activations. by frame). The agent platform computes the communicative
intention of the virtual character depending on its speanH,
Interpersonal stance influence directly influencgs its actions in theotor spaceaccordingly .
(see Fig.2). For instance, the utterance “I'm happy today” i

Virtual agent’sinterpersonal stancé.e. its stance regarding automatically said with an amused smile

its interlocutor) influences the visuo-motor mapping (B)g.

_ 20ther interpersonal stances may influence the mapping batwe

INote that we have not considered the symmetry of the smileperceptive space and motor space, such as warm or politee\gow
since this characteristic is difficult to perceive by a useewwatch-  a model of the effect of the different stances on the perceptnd
ing a face to face interaction between virtual agents motor space is out of the scope of this paper.
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In the context of face to face interaction, if both virtual to be agreed with each othemjutual interest(the virtual
agents have a cooperative interpersonal stance, theyaecip characters seem to be interested to the discussmunjyal
cally reinforce their smiles (see Fig.3, (Prepin & Pelachau pleasantnesghe virtual characters seem to spend a pleasant
2012b)): asnowball effecbn shared behaviours (when cou- time to interact). These stances have been chosen since re-
pling occurs) and a decay/alignment of not-shared behaviou search (Louwerse et al., 2012) has shown that the mutual un-

(when coupling is disrupted). derstanding, attention, agreement, interest and plezasssit
- Snowball Effect are cues of the quality of an interaction between a speaker
activation intense smiles .
and a listener.
Cheett]s faise‘; L ity ol - Hypothesis. The hypothesis we want to validate through the
mouthopenedth— — - — - — - - _ _ __ __ _ / _ . ) )
P small smiles : evaluation is the following:
zygomatics thy = = o5t o o o o - > The positive dyadic stance is significantly increased
non-contingent contingent when reinforcement of smile is reciprocal.
actions actions

JMore precisely, the evaluation aims to show that the mutual
reinforcement of the smiles of the two interlocutors (ilee t
speakerlndthe listener) increases the impressionraftual

The figure 4 shows the result of such an interaction on onenderstanding, attention, agreement, interest, pleasssg
agent: the virtual agent’s smile is emphasized. compared to an interaction in whicimly the listener’'s smiles
are reinforced by the speaker’'s smiles (and not in the other
way round).

A validation of this hypothesis will enable us to validate th
proposed model which simulates virtual characters’ dyadic
stances through smiles mutual reinforcement and emerging
snowball effect.

Procedure. In order to verify the hypothesis, we have per-

Figure 3: Dyadic dynamics of smiles. Solid and dotted line
are respectively for Agentl and Agent2’s intensity of smile

no smile smallsmile transition smile  intense smile formed the evaluation on the web. The evaluation was in
Figure 4: Snowball effect when smile reinforcementis recip French. Four video clips showing two virtual characters
rocal. discussing were presented to participants. For each video

Finally, the proposed model enables one to simulate an inclip, we asked the participants to answer 5 questions us-
teraction between two virtual agents with different sngjlin INg @ Likert scale of 5 points (from “strongly disagree” to
behaviour depending on the agents’ interpersonal stariee. T “Strongly agree”). The questions concerned their peroepti
resulting interactions reflect different dyadic stancesaddi- ~ ©f the mutual understanding, attention, agreement, istere
tion to cheeks raise and release of lips tension, the main sic@nd pleasantness of the two virtual characters. An example
effect of mutual positive interpersonal stance is the sraswb ©Of @ question is “When you watch the two virtual characters
effect on smiles, i.e. the increase of smiles intensity amd d discussing, according to you, do they understand each®@ther
ration. (translated from French).

Indeed, considering that NVBs alignment and dynamicalVideo Clips. To evaluate the perception of the interaction
coupling are marker of the quality of the interaction (see In bg_tween V|rtu_al cha_racters in one way versus reciprocal con
troduction), these side-effects (such as “snowball effere d|t|on_s_ of sm!les requorcement, we have recorded the two
the cues that should give an impression of fruitful interac-conditions of interaction:
tion. In order to validate that our model enables one to sim-e reciprocal condition both the speaker and the listener mu-
ulate interactions between virtual agents that conveyediff tually reinforce their smiles depending on the smiles ex-
ent dyadic stances depending on the mutual reinforcement of pressed by each other, “snowball effect” is enabled.
their smiles, we have performed an evaluation presented i@ control condition only the listener reinforces its smiles ac-

the next section. cording to the speaker’s expressed smiles.
Evaluati fth del In the video clips, the virtual characters discuss usingran u
valuation or the mode intelligible verbal language (corresponding to an acoud-

To test that the proposed model enables one to simulate tHermation of French texts). By this way, we avoid an influ-
co-construction of different stances, we have performed &nce of what the virtual characters said on the user’s percep
user perceptive study. Our objective through this evadmdt  tion. We have considered 6 different texts corresponding to
to show that the smiles mutual reinforcement between two inthe situation in which the virtual character tells a joket® i
teracting virtual characters conveys specific stances.a¥e h interlocutor. Given the text and the associated communica-
focused on the following dyadic stancesutual understand- tive intention, the virtual character expresses a politéesat

ing (the virtual characters seem to understand each otherhhe beginning and an amused smile in the middle of the text.
mutual attentior(the virtual characters seem to pay attentionFor each text, we have recorded video clips in the 2 condi-
to each other)nutual agreemer(the virtual characters seem tions described above with a virtual character saying #xs t
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with an acoustic deformation and another virtual charatter significantly higher when the speaker and the listener mu-
front, listening. In total, 12 video clips have been recakde tually reinforce their smiles according to the other’s &sil

In order to visualize clearly the faces of the two virtualcha (reciprocal condition) than when only the listener reicts
acters while keeping the impression that the virtual characits smiles depending on the speaker’s expressed smiles (con
ters are face to face, we have used a film-making techniguiol condition). The impression of mutual understandirig, a
calledsplit-screen(Fig.5). Before starting the evaluation on tention, agreement, interest and pleasantness direggndis
the web, to ensure that the instruction, the questions,laad t on the reciprocity of the interaction. These results aresissn
video clips are understandable, the platform of test haa beeent with psychology studies which claim that the inter@cti
pre-tested with 7 participants. effort must be shared and reciprocal to enable effective-com
munication (Nadel et al., 2005; Paolo et al., 2008; Auvray,
Lenay, & Stewart, 2009; Fuchs & DeJaegher, 2009). Finally,
the results validate the hypothesis described abokie:pos-
itive dyadic stance is significantly increased when reicder
ment of smile is reciprocal and “snowball effect” is enabled

Conclusion

Figure 5: Screen shot of a video clip of the two virtual char-In the present paper, we have proposed a model enabling vir-
acters interacting tual agents to co-create differedyadic stances We have

described this model entwining each agent’s ability to con-

Participants. Sixty-six individuals have participated in this FOI its cooperation to the interaction and the dyadic affec

evaluation on the web (34 females) with a mean age O Heraing from the resulting agents counlin
34 (SD=13). They were recruited via French mailing lists 9ing gag UplNg. .
Agents are able to produce a continuum of smiling be-

on line. The participants were predominantly from Franc . . . .
(N=63). Each participant was shown and rated 4 video C"peshawours. They can modulate their own smiles depending

(two video clips selected randomly for each of the 2 condi—dlrectly on their percepuor_\s of their partners srmles.e‘yrh
can control the level of this modulation and doing so con-

tions). The order of the presented video clips were counter,[—roI their interpersonal stancea hiahly cooperative agent
balanced to avoid any effect on the results. P gnty P 9

Results (Fig.6). We have collected 264 video clips’ rat- reinforces its smiles when its interlocutor smiles. Fipall

ings. Independent t-Test was conducted to compare the pawhen a speaking agent (which produces smiles in relation to

ticipants’ ratings of the video clips in each condition. The ts gpeech) and a listening agent are put together, the_lr be
. . T . haviours modulate each other reciprocally and dynamically

analysis revealed statically significant effects of thedion . ) )

. - R form a new behaviour. Performing a user perceptive study,

tion on the participants’ ratings of theutual understand- we have shown that this dyadic behaviour is the expression of

ing (p < 0.001), themutual attention(p < 0.01), themutual Y P

agreemen{p < 0.001), themutual interes{p < 0.001), and ;[/Cr?ict\r,]v?;\ ag:;:?éaglﬁ d?:]angﬁ ?aecﬁp;(?g;;rd)é?gé%gr Qgr?;s
themutual pleasantneg® < 0.001). PP b 9 gaterp

convey information on agents’ mutual understanding, atten
tion, agreement, interest and pleasantness. The evaluatio
highlights that the virtual agent’s backchannels (one veay r
actions) are less effective than reciprocal reactivitydovey
some dyadic stances such as mutual understanding, attentio

N agreement, interest and pleasantness: The agents’ meactio
must be reciprocal, as proposed in our model, to enable side
effects of dynamical coupling such as emphasise of smiles,
increase in intensity and duration.

Future works. One of the aspect of the virtual agents mod-
elling we have proposed is the fact that each agent of the
dyad, has a different dynamic depending on the other agent
stance: the agent’s own smile dynamic (for instance thessmil

slope) changes according to whether or not the other agent

) ] has co-operativénterpersonal stance As a consequence,
Figure 6: Means and standard errors of the dyadic stancegach agent, knowing its owinterpersonal stancand detect-

ratings for the two conditions. The significant differenbes  jng its own smile slope variation, could infer the other atgen
tween the condition are indicated by ** fop( 0.001), and  interpersonal stanceFinally each agent can use this signal
*for (p < 0.01) for modulating its own stance, its model of the other, or the
Discussion of the results. The mutual understanding, at- way it interacts.

tention, interest, agreement and pleasantness are pedceiv One of the next steps is to apply such a model to human-
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virtual agent interaction. For this purpose, we are culyent Louwerse, M., Dale, R., Bard, E. G., & Jeuniaux, P. (2012).
integrating in the SEMAINE platform a system to detect in Behavior Matching in Multimodal Communication is Syn-
real-time user’s smilés In this condition of direct interac- chronized.Cognitive Science36(8), 1404—26.

tion between user and virtual agent, the user perceptidreof t Muir, D. (2005). Emotional development. In J. Nadel &
dyadic stances could be different since the user is directly D. Muir (Eds.), (pp. 207-233). Oxford, UK: Oxford Uni-
gaged in the interaction (compared to the studied condition versity Press.

in which users have a third person point of view when theyNadel, J., Prepin, K., & Okanda, M. (2005). Experi-

watch virtual characters interacting). encing contingency and agency: first step toward self-
understanding? In P. Hauf (EdMiaking minds ii: Special
Acknowledgements issue of interaction studies 6:3 20QBp. 447—462). John
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characteristics of virtual agent’s smiles. Ihtelligent vir-
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