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Abstract persuasive when logical reasoning is less effective (Sopory &

Dillard, 2002).
Metaphor comprehension involves the generation of novel se- Th . f f h . f
mantic attributes, especially when a metaphor emphasizes a e primary form for metaphors consists of two concepts

shared but atypical characteristic of the relevant concepts. The combined by theB€’ verb, such asA is B, where ) and

present functional magnetic resonance imaging (fMRI) study (B) are known as theopicand thevehicle respectively. This
explores neural activation during the process of attribute gen- t f taphor is believed to be int ted th h f
eration known as feature emergence. The participants judged YP€ O metaphor I1s believed 10 be interpreted through four

whether a presented semantic feature was an appropriate inter- types of features depending on whether the feature represents

pretation of a primed metaphor sentence. Two types of features 5 typjcal characteristic of the concepts. In the first type of
were evaluated: emergent features that are not applicable to the .,

respective concepts and only become salient in a metaphori- - cOmMmmon feature”, the topic and vehicle share a typical fea-
cal context and non-emergent features which are typical char- ture. For example, in the metaphor afléas are fireworKs

acteristics. In contrast to non-emergent features, processing “pyrilliant” is a common feature, because bidkeasandfire-
of emergent features mainly involved prefrontal regions of the '

right hemisphere, including the precentral gyrus. The present WOrkscan be regarded as being brilliant. In the second type
results suggest that feature emergence necessitates a shift ofof “vehicle feature”, the feature is only typical of the vehicle
semantic attention that drives a novel metaphor interpretation concept. Taking the same metaphor example agaiopfien-
beyond the semantic elaboration implicated within the left pre- , . L
frontal cortex. tary” would be a vehicle feature because it is only relevant to
_ . ~ “fireworks. In contrast to a vehicle feature, a topic feature
Keywords: Metaphor comprehension; Feature Emergence; . . s . ;
functional MRI. is only a typical characteristic of the topic concepklash
would be a topic feature in this example. Although these
three feature types minimally involve a typical characteris-
tic of either the topic or the vehicle concepts, the last type of
It is widely accepted that the comprehension of metaphoricalemergent feature” does not involve a typical characteristic of
expressions entails greater semantic elaboration than for lifaeither the topic nor the vehicle. However, non-emergent fea-
eral sentences, because the relevant concepts are not diredilyes only appear for interpretations of metaphorical context.
connected in terms of literal similarity, even though an ex-The feature Sudden is interpretable within the metaphor
pression is understandable (Ortony, 1979). Reflecting thisxample, but it is not a typical characteristic of either the
salient nature of metaphors, it is also known that metaphor us-deas topic or the ‘fireworks vehicle. Gineste and col-
age enhances recognition memory performance within readeagues (2000) claim that more than 60% of metaphoric in-
ing tasks (Reynolds & Schwartz, 1983) and that it is moreterpretations involve emergent features, which suggests that

Introduction
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emergent features play a major role within metaphor compre- Materials and Method
hension.

. . , _ Participants
Although previous cognitive neuroscience studies have ex-

plored the neural regions involved in metaphor comprehenAll participants (N = 10; mean age = 23.3 years; range 21-
sion, they have failed to distinguish between the interpreta?9 years; 5 male, 5 female) were healthy, right-handed, na-
tions of emergent and non-emergent featueeg,(Rapp et tive Japanese speakers. The current study was approved
al. 2004; Shibata et al. 2007a, 2007b; Stringaris et al. 2007}y the ethical committee of Tokyo Institute of Technology.
Some studies indicate that literal and metaphorical sentenc&ll participants gave their informed consent before the ex-
comprehension activates multiple cortical regions, includingperiment, and they were compensated for their participation
the ventro lateral prefrontal cortex near Brodmann areas (BAj2000 JPY/hour).
47 and 44/45, mainly in the left hemisphere (LH), and prob-
ably reflects normal semantic processing. In contrast, somglaterials
other studies have reported fronto-temporal activation within
the right hemisphere (RH) during the processing of verballyTen metaphorical Japanese sentences of the sopecs ve-
presented figurative expressions compared to literal expresicle’ (e.g, “ldeas are fireworks”) were created based on a
sions €.g, Marshal et al. 2007; Stringaris et al. 2006). In behavioral experiment. The behavioral experiment used three
particular, Marshal and colleagues (2007) found that the profeature types (emergent, non-emergent, and filler features).
cessing of word pairs forming novel metaphors, compared té-or each metaphor, an emergeetg, “sudden”), a non-
conventional ones, elicited stronger activation within the posemergent €.g, “sparkle”) and a filler featuree(g, “pray”)
terior superior temporal sulcus and the right inferior frontalwere created based on results of a behavioral study. One hun-
gyrus mainly in the RH, and Stringaris and colleagues (20063lred and fifty five participants evaluated 16 metaphors and six
found right-lateralized prefrontal activation when participantsfeatures for each metaphor. The metaphors and participants
search for a wider range of semantic relationships betweensere divided into four groups. Each participant evaluated the
metaphoric sentence and a word. However, others have reelationship between four metaphors and their features on a
ported the opposite pattern of lateralizati@nxg, Rapp et al.  7-point scale. They also evaluated the relationships between
2004, Stringaris et al. 2007, Shibata et al. 2007b). Rapgight concepts (the topics and vehicles of the four metaphors)
and colleagues (2004) report that recognition of metaphorand the features of the metaphors, and rated the characteris-
only elicits prominent brain activity in the LH—inferior frontal tics of metaphorsg.g, comprehensibility and novelty). Ten
(BA45/47), inferior temporal (BA20) areas, and the posteriormetaphors with higher mean ratings for comprehensibility
medial/inferior temporal (BA37) gyrus—with no RH activa- (above 4) were selected as metaphors that can be easily inter-
tion. preted. Each metaphor was then assigned with the three types
) ) ) _ of features, based on comprehensibility ratings of more than
The present study investigates the pattern of cortical ing (gjightly comprehensible) from participants who could in-
volvement during metaphor comprehension. One possibilitye et a metaphér Features that fulfilled the following two
is, as Marshal and colleagues (2007) suggest, that the preyiteria were classified as emergent features; 1) the mean ade-
cessing of nqvgl metaphors qulveg the right hem'Sphefequacy rating was greater than three (neutral) and 2) the mean
Anothgr p'OSSIblllty is that RH activation reflepts some dECI-ty icality rating was lower than that for the metaphpnean
sion criteria processing of presented expressions. Shibata a?ﬁfings D) for metaphor, 5.01 (1.80), topic, 4.60 (2.10), and

colleagues (2007a, 2007b) suggest that right frontal regiongepicle, 4.38 (1.99)]. In contrast, features with mean ratings
are more activated when the metaphorical aspect is emphgs; ine metaphor of more than 3 and with higher mean rat-

sized for judgments. Thus, they argue that metaphor comprégs for the vehicle that for the metaphor were classified as

hension require; a§sociation search over a wide range Whi%n-emergent features [mean ratin§®)| with the metaphor,

involves RH activation. 5.18 (1.81), topic, 4.85 (1.89), and vehicle, 5.88 (1.67)]. If
The present study hypothesizes that feature emergenéBe mean rating for a feature’s relationshi.p with the' metaphor

activates RH frontal regions during metaphor comprehen‘-"’as less t.han 3, the' feature was classified as a fllller feature

sion. In our previous studies, we have argued that featurlnean ratings $D) with metaphor, 1.80 (1.29), topic, 1.95

emergence is enhanced with longer comprehension time§l-43), vehicle, 2.05 (1.66)].

which suggests that feature emergence may involve interac-

tion spreading out over the semantic network (Terai & Gold- *The average proportion of participants who could interpret a

stone 2011). We apply the same paradigm within this fMRImeg?/sgoerxvgiitst?{g:At)He relationships of an emergent feature with
study to explore the neural regions activated in feature emekqh the vehicle and with the topic are less than that with the

gence. We first develop a set of metaphors with features fametaphor. However, generally, metaphor interpretations can be re-

which feature emergence occurs. In addition to non-emergergarded as a topic characteristic if it is not a typical characteristic.
articipants tend to rate vehicles’ relationships with the metaphor

fea_tures, this set of metaphors was judged by participantgighiy. Thus, we consider the difference between the relationships
while fMRI imaging was conducted. with the vehicle and with the metaphor as being important.
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Procedures into 2-mm isotropic voxels, and then spatially smoothed with
fMRI scanning consisted of two sessions. For the first ses?! 8-mm FWHN_' GaL.|SS|an kerngl.
The present imaging analysis focused on the metaphor

sion (concept term condition), at the beginning of each trial,

a fixation point “+” was presented for 900 msec on the Com_condition. For each participant, a voxel-wise GLM analy-

puter screen. Then, participants were presented with a corfiS Was first performed to estimate parameter values for the
cept term, which was either a vehicle or a topic, for 3900MR signal magnitudes. The trial period for the metaphor

msec. They were asked to read the term covertly. Next, thgondition was modeled by two independent regressors, one

fixation point “+” was presented for 900 msec again. Then,COding metaphor-sentence presentation, and the other coding

a feature (either an emergent, a non-emergent or a filler feg€ature-word presentation that involved a feature judgment,

ture) was displayed on the screen for 4000 msec. The paf:_onvolved with a canonical HRF (together with time and dis-

ticipants were instructed to respond concerning whether thBersion derivatives). The metaphor regressor lasted from pre-

feature is a typical characteristic of the concept (the vehiS€ntation onset to offset of the sentence, while the judgment

cle or the topic) term during the presentation period. Theyegressor lasted for 1000 msec, which was determined based

held a response box in each hand and responded by pressiﬂa _the mean RTs for each_ condition ft_:Jr each participant. The
the right button (“Yes”) or the left button (“No”). The tri- estimated parameters during feature judgment were then con-

als were pseudo-randomly ordered. Fixation trials were als§asted between Fhe emergent and nor)-gmergent cond|t|qns.
intermixed pseudo-randomly. Parameter estimates for each participant were submitted

In the second, metaphor session, the procedure was as f¢f @ group analysis using a voxel-wise random-effect model.

lows: At the beginning of each trial, the participants were pre-//Nole-brain exploratory analysis was performed to identify

sented with a metaphorical sentence on the computer screélﬁe brain regions showing activity during feature judgment in

for 3900 msec. They were asked to silently read and in:[he emergent condition relative to the non-emergent condi-

terpret the metaphor. Then, the metaphor disappeared aﬁi&n._pue to the small size of the sample in .the present study,
a fixation point “+” was presented for 900 msec, followed significance was.assessed by a relatively liberal threshold of
by the presentation of a feature for 4000 msec. The pall—en or more continuous voxels abope< .001 £ = 3.3) un-
ticipants were asked to respond “Yes” or “No” dependingcorrECted'

on whether the feature represented an adequate interpreta-

tion of the metaphor by pressing the right button (“Yes”) or

the left button (“No”) during the presentation period. The Behavioral results

trials were presented pseudo-randomly, such that the samge mean reaction times in the concept term condition are

metaphor never appeared in succession. Fixation trials werg,q.n in Figure 1. A two-way ANOVA with reaction times

intermixed pseudo-randomly. _ _ for the feature conditions and concept types as factors showed
Participants were given instructions prior to performing they significant main effect for feature types(p,18) = 46.35,

tasks. They were asked to think of nothing during presentap, - 01]. A post-hoc t-test showed that reaction times for the
tion of the fixation point. We conducted a follow-up survey emergent features were longer than reaction times for non-
with a questionnaire. The participants were asked to ?Valuat@mergent features(D) = 4.99, p < .01]. These results sug-
the characteristics of the metaphors (comprehensibility, N0Vgest that emergent features are more involved in evaluation-
elty, etc.) on 7-point scales. related processes, which is consistent with previous studies
(Gineste et al. 2000).

Results

Imaging procedures

fMRI scans were conducted with the 3T GE SignaHDxt scan-
ner (General Electric, Milwaukee, WI) at Tokyo Institute of 1800

Technology, Japan. High-resolution anatomical images were ?{ ; Feature types
obtained using an FSPGR T1-weighted sequence [repetition -;.E; 1600 ; = emergent
time (TR) = 7.712 msec; echo time (TE) = 2.88 msec, flip £, it
angle (FA) = 11 deg, slice thickness =1 mm; in-plane resolu- &

tion = 1 x Amn?]. Functional images were obtained using a a 1200

GE-EPI sequence [TR = 2.0 sec, TE = 30 msec, FA =90 deg, E

slice thickness = 3.0 mm, in-plane resolution = 3.75 x 3.75 % 1000

mn¥, slice gap = 1.0 mm]. 2 8o

Imaging analysis procedures vehicle topic

Imaging analysis was performed using SPM8 R A

(http:/ffilion.ucl.ac.uk/spm/ ). All the func- . . .
tional images were temporally aligned across the brairfigure 1. Mean reaction timestGE$ for emergent, non-
volumes, spatially registered to a MNI template, resamplemergent and filler features (in concept term condition)
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Table 1: Mean proportions for emergent and non-emergent
(%). For almost all of the filler features, the proportions were
almost 0%.

1900

1700

1500 |

Concept Term  Metaphor
Condition Condition
Vehicle Topic Metaphor
Emergent 34.0 450 51.0
Non-emergent 85.0 30.0 67.1

1300

1100

g00

100

Average response time (msec)

SO0
Ernergent non-amargant filler

gard the metaphors as being very conventional.
Feature types _
Imaging results

In order to investigate the difference between the process-
ing of emergent and non-emergent features within metaphor
comprehension, we analyzed the differential contrast between
the activation of emergent features and for non-emergent fea-

Figure 2 shows the mean reaction times for the metaphaires in the metaphor condition (Figure 3 and Table 2). The
condition. A one-way ANOVA for reaction times in the fea- €mergent feature condition showed significant activation in
ture condition revealed that significant main effect of fea-the precentral gyrus (BA6) in the RH and the cingulate gyrus.
ture type F(2,18) = 29.20, p < .01]. The reaction times In contrast, in the concept term gqndmon, no activation was
for the emergent and the non-emergent features were signiftbserved in the emergent condition compared to the non-
cantly longer than those for the filler features at the 1% level@mergent condition.
However, there was no significant difference between reac- . .
tion times for emergent features and for non-emergent fea- Discussion
tures (p=.19). These results indicate that emergent featurdhe present study has explored the pattern of neural activa-
are activated within metaphor processing as much as norion during feature emergence within metaphor comprehen-
emergent features. sion. Emergent features elicited higher levels of activations

The average proportions of “Yes” responses are shown iin the right precentral gyrus (BA6) and the cingulate gyrus in
Tablel. All participants responded “No” for almost all the contrast to non-emergent features in the metaphor condition.
filler features. The proportions of “Yes” responses for emer- Higher levels of activation have been observed in the right
gent features in the metaphor condition (51.0%) were sigprecentral gyrus and the cingulated gyrus during the read-
nificantly lower than for the non-emergent features (67.0%)ng of anomalous metaphors compared to literal sentences
[F(1,9) = 125, p < .01]. In the concept term condition, and in the right precentral gyrus compared to conventional
when the target was the vehicle, the average proportion fometaphors (Ahrens et al. 2007). The metaphors were pre-
non-emergent features (85.0%) was higher than that for emesented as a sentenaed. “The theory framework of this the-
gent features (34.0%}[1,9) = 157.1, p < .01]. When the ory is very loose”) and the participants were asked to read
target was the topic, the average proportion for emergent fedhe sentence and press a button when they finished. In such
tures was 45.0%, while for non-emergent features, it was situation, participants may search for the relationships be-
30.0% F(1,9) = 5.55, p < .05]. Collectively, these find- tween the topic€.g. “the theory framework”) and the fea-
ings suggest that emergent features were not easily undemre €.g. “loose”) presented in the sentence. In particular,
stood compared to non-emergent features, which is consisteint the anomalous metaphor sentence conditmg.(“Their
with previous studies (Terai, Goldstone 2011). capital has rhythm”), they may search for a wider range of

These behavioral results suggest that there are distineissociations between the topid. “their capital”) and the
differences between the processing of emergent and noffieature €.g. “have rhythm”). One may speculate that the
emergent features. In particular, the results indicate that norprecentral gyrus is more activated when participants search
emergent features are recognized as a typical characteristic fifr a relationship between a metaphor and a novel feature.
the vehicle but emergent features are not. Accordingly, emergent features may require additional cog-

Post-scan evaluations of the metaphor characteristics ratitive processing in searching for a wider range of semantic
vealed that the mean rating of the metaphors’ comprehensielationships for the metaphor.
bility was 4.00 on the 7-point scale (1: incomprehensible - 7:  Furthermore, these right frontal regions have been associ-
comprehensible), suggesting that the participants understoaded with stimulus-driven attentional reorientation (Corbetta
the presented metaphors. The mean rating for the metaphor& Shulman 2002). It is thus feasible to assume that the pre-
novelty was 4.29, suggesting that the participants did not resentation of emergent features shifts the participants’ seman-

Figure 2. Mean reaction timestSEg for emergent, non-
emergent and filler features (in the metaphor condition)
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Table 2: Activation contrasts obtained for emergent features versus non-emergent features in the metaphor condition. (Activ
tions listed here were obtained at a voxel level of two-taped .001, uncorrected, clusters of 10 or more)

Zvalue Clustersize MNI(x) MNI(y) MNI(z) BA Side Cerebral Region
4.40 10 52 -2 52 6 R precentral gyrus
4.10 54 -2 -24 24 24 L/R cingulate gyrus

EMERGENT vs. NON-EMERGENT

Figure 3: Activation patterns for the differential contrasts between emergent features versus non-emergent features in t
metaphor condition (two-tailed < .001, uncorrected, clusters of 10 or more)

tic attention to words that are triggered by the presentation ofials participated in the present study which only consisted of
an emergent feature. In other words, these results suggest thah stimulus item for each condition. In order to obtain more
the presentation of an emergent feature prompts participantsbust results, further experiments are needed with more par-
to modify their comprehension processes to incorporate inteticipants and more items.
action between the topic and the vehicle. That would be con- Nonetheless, the present results indicate that that the right
sistent with experimental results (Gineste et al. 2000) whichrontal area is involved in the processing of emergent features.
indicate that the processing of emergent features is facilitateflccordingly, it is not possible to account for the involvement
by interaction between the target and the vehicle concepts. of the RH merely in terms of metaphor novelty (Marshal et
Previous studies have suggested that searching for a widét. 2007, Ahrens et al. 2007), for it may rather reflect fea-
range of semantic relationships within metaphor compreture emergence. If RH involvement can explain differences
hension elicits activation of the right inferior frontal gyrus between the cognitive processing of figurative and literal sen-
(Stringaris et al. 2006, Shibata et al. 2007a). However, the reences, feature emergence may be related to metaphor recog-
sults from the present study failed to demonstrate that searchition when reading sentences.
ing for a wider range of semantic relationships led to activa-
tion of this area. In Stringaris et al. (2006), the word was Acknowledgments

presented with the metaphor and the participants judged the deep| fl b id . i
relationship. In contrast, in the present study, the feature wakle are deeply grateful to Dr. Noburu Hidano, Dr. Hiroyuki

presented after the metaphor had disappeared and we ha’%ama and Dr. Atsushi Terao for helping our research. This

analyzed data obtained during the interval between featur?s’efarch IS STFported by MfEX-Ir’Z prog(rjam “Pr?gwotlonRof
presentation onset and the participants’ responses. Thus, t vironmental Improvement for Independence of Young Re-

results from the present experiment only reflect the recog§earchers”, KAKENHI Grant-in-Aid for Young Scientists (B)

nition processing of the feature. The present study’s resul%3700160'
observed no significant activation differences for the right in-
ferior frontal gyrus.

Moreover, in the present study, emergent features were ndthrens, K., Liu, H., Lee, C., Gong, S., Fang, S., & Hsu,
spontaneously generated within the interpretative processing Y. (2007). Functional mri of conventional and anomalous
of the metaphors. Accordingly, the results only represent a metaphors in madarin chinesBrain and Languagel00,
part of the mechanisms of feature emergence within metaphor 163-171.
comprehension. It should also be noted that only ten individBecker, A. H. (1997). Emergent and common features influ-
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