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({tbesold | kkuehnbe}@uni-osnabrueck.de)

Institute of Cognitive Science
University of Osnabrück

49069 Osnabrück, Germany

Abstract

The paper argues for a new view on and an approach to ra-
tionality as a concept of study and modeling paradigm of hu-
man behavior. After critically reviewing classical (normative)
approaches to rationality, decision-making, and rational be-
havior, we present cornerstones of a positive, integrative, and
holistic conception of these cognitive capacities. A discussion
of key elements of this new view is given, and possible conse-
quences and implications are considered.
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Introduction
With Aristotle’s famous characterization of man as a ratio-
nal animal (“zoon logikon”) in his Metaphysics (Tredennick,
1933-35), and the ascription of a rational principle to the
human being in his Nicomachean Ethics (Broadie & Rowe,
2002), the idea of seeing rationality and rational behavior as
indispensable parts of our humanity has been introduced into
human self-conception, starting centuries of inquiry into the
nature and properties of this alleged conditio sine qua non.
Still millennia after Aristotle, Descartes is only one amongst
many famous scholars explicitly mentioning the question in
his writings: “But what is a man? Shall I say ’a rational an-
imal’? No; for then I should have to inquire what an animal
is, what rationality is, and in this one question would lead
me down the slope to other harder ones (...)” (Cottingham,
Stoothoff, & Murdoch, 1984).

Nowadays, with the background of modern sciences, and
especially with the advent of cognitive science, new questions
and perspectives have been added to the question for the na-
ture of rationality. Instead of merely studying properties and
features of its manifestation in humans and their behavior,
and measuring those against standards for rationality derived
from normative theories, prediction and modeling aspects of
theories of rationality are gaining more and more importance.
These efforts can take various forms, ranging from formal
studies of customer preferences and behavior, over cognitive
modeling of decision-making and choice processes, to ratio-
nal agency projects within AI.

Nonetheless, although this shift of emphasis within the
study of rationality is clearly happening, it is a change of
priorities within the existing overall setting, but not a revolu-
tionary process overthrowing existing paradigms, or creating
new approaches and ideas. In the following, we want to ar-
gue that the latter is what would be needed, on the one hand
for real progress with respect to the aforementioned modeling
and prediction tasks, but on the other hand also for the sake

of a deeper understanding and progress within rationality re-
search itself.

The paper is structured as follows: The next section gives
an overview of classical accounts and paradigms within ra-
tionality research, together with well-known objections and
caveats to these standard frameworks. Then, a review of re-
cent empirical and theoretical findings is presented, indicat-
ing a way to a new understanding and modeling of rational-
ity and rational behavior. This new conception, for the time
being called “subject-centered rationality”, is sketched and
elaborated on in a dedicated section. The penultimate section
discusses basic features of this new stance in a juxtaposition
of (expected) standard objections and reservations with solu-
tions and answers to the former. Concludingly, the paper is
put into a bigger context within the respective fields.

Standards in Rationality
In the following, when talking about rationality, we mostly
want to refer to the manner in which people derive conclu-
sions when considering things deliberately in the domain of
individual problem-solving, also including the conformity of
one’s beliefs with one’s reasons for those beliefs or of one’s
actions with one’s reasons for those actions. In consequence,
at least for our considerations, beliefs and knowledge (which
are also seen as presuppositions for respective actions), that
is the epistemic aspects of rationality, are our main concerns.
Within this context, rationality is intrinsically connected to
an optimality principle, making a decision rational if it is
not just reasoned, but if it is also in certain ways optimal for
achieving a goal or solving a problem.

Several centuries of thought and investigation in relation to
rationality and its manifestations in humans and their behav-
ior resulted in the formation of mainly four abstract general
models (most of which also bring along corresponding nor-
mative theories, and even definitions, of rationality):

• Logic-based systems (cf. e.g. (Evans, 2002)): A belief
is rational, if there is a logically valid reasoning process
to reach this belief relative to available/given background
knowledge.

• Probability-based frameworks (cf. e.g. (Griffiths, Kemp,
& Tenenbaum, 2008)): A belief is rational, if the expec-
tation value of this belief is maximized relative to given
probability distributions of background beliefs.

• Game theory-based models (cf. e.g. (Osborne & Rubin-
stein, 1994)): A belief is rational, if the expected payoff of
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maintaining the belief is maximized relative to other possi-
ble beliefs.

• Accounts based on the use of heuristics (cf. e.g.
(Gigerenzer, Hertwig, & Pachur, 2011)).

Unfortunately, when comparing the different conceptions, it
shows that the frameworks (and also the resulting definitions
of rationality) are in many cases almost orthogonal to each
other, making them in the best case incommensurable, if not
inconsistent or even partly contradictory in their modeling as-
sumptions. Also, in many cases the predictive power of these
classical theories of rationality turns out to be rather limited
(at least when applied to real-world examples instead of ar-
tificially simplified and constructed scenarios), as they have
more normative or postdictive-explanatory character.

Even more, although each of the listed accounts has gained
merit in modeling certain aspects of human rationality, the
generality of each such class of frameworks has at the same
time been challenged by psychological experiments or the-
oretical objections. On the one hand, studies by Byrne on
human reasoning with conditionals (Byrne, 1989) indicated
severe deviations from classical logic (see below), a finding
also supported by human subjects failing at a seemingly sim-
ple logical task in the famous Wason-selection task (Wason,
1966). Similarly, Tversky and Kahneman’s Linda problem
(Tversky & Kahneman, 1983) illustrates a striking violation
of the rules of probability theory. On the other hand, game-
based frameworks are questionable due to the lack of a unique
concept of optimality in game-theory which could possibly
support different “rational behaviors” for one and the same
situation (just think of the plethora of different equilibrium
concepts which have been derived from the original Nash
equilibrium, cf. e.g. (Halpern, 2008)). Finally, heuristic ap-
proaches to judgment and reasoning (Gigerenzer, 2008) are
often seen as approximations to a rational ideal and in some
cases could work in practice, but mostly lack formal trans-
parency and explanatory power. Also, from a methodological
or philosophical point of view, severe reservations can be put
forward: Due to the open nature of the collection of heuristics
(the “heuristic toolbox”) propagated in most current accounts,
the possibility of falsification and refutation of modeling as-
sumptions and theories is not guaranteed (as always another
heuristics could be introduced, covering cases previously not
accounted for), and a (reasonable) completion of the model
can neither be checked for, nor guaranteed at any point.

A More Cognitive Perspective
Already starting out with Simon’s seminal work on “A Be-
havioral Model of Rational Choice” (Simon, 1955) more than
half a century ago, conceptually different takes on rationality
and rational behavior have been introduced into the discus-
sion. Where logic-based, probability-based, and game-based
accounts normally do not take into account limitations and
cognitive properties of the reasoner (i.e., in our case, the hu-
man agent), the last decades have seen a growth of aware-
ness for the importance and indispensability of these factors

in models of (human) rationality. Nonetheless, from our point
of view, understanding the full meaning and implications of
the commitment to a more “cognitively adequate” theory of
rationality still is in an early stage, with researchers in differ-
ent disciplines, both on the more theoretical and the empirical
side, only starting to fully integrate these concepts into their
accounts of rationality and rational behavior. In the follow-
ing, we want to sketch some important developments and in-
sights, preparing the ground for the subsequent presentation
of our account of “subject-centered rationality”.

Theoretical Considerations
In (Simon, 1955), Simon articulates a simple but ground-
breaking insight: (Human) agents are bounded in their re-
sources and computational power. Once accepted, this propo-
sition has far reaching consequences for the entire conceptual
endeavor of formalizing and modeling rationality. All of a
sudden, internal limitations of the reasoner, like limitations
on working memory and computational power, but also ex-
ternal constraints, like limited time for decision-making, or
incomplete and possibly also false information, have to be ac-
counted for when creating a framework for rationality. Where
this might not necessarily be a problem at first sight, it casts
more than just a slight shadow of doubt on some of the funda-
mental assumptions underlying many “classical” accounts of
rationality: It might be the case that reaching a conclusion via
modus ponens in a logic-based model, once the preconditions
are fulfilled, can computationally be realized rather simple -
but what if the reasoner has to deal with incomplete informa-
tion? If expectations have to be maximized in a probability-
based model, where actually do the priors come from, once
their existence cannot just be imported as given by the mod-
eling assumptions? For many game-theoretic settings, even
modern computers have a hard time finding equilibria or op-
timal solutions to not overly complex problems - how then
can a mere human take the corresponding decision within a
split second?

Although these issues clearly were identified as urgent
questions, subsequent attempts at solutions mostly tried to
solve the appearing problems within the original models,
instead of putting the foundations to the proof and (possi-
bly) having to construct entirely new models of rationality.
Nonetheless, this has changed over the course of the last
years. In a reply to Colman’s article “Cooperation, psycho-
logical game theory, and limitations of rationality in social
interaction” (Colman, 2003), Kokinov challenges traditional
views on rationality (Kokinov, 2003). Taking an initial stance
similar to Colman’s, that is agreeing that rationality fails as
both, descriptive theory of human decision-making and nor-
mative theory for good decision-making, Kokinov reaches a
different, more radical conclusion than Colman did before.
Instead of trying to fix the concept of rationality by redefin-
ing it, adding formerly unconsidered criteria for optimization
of some kind, he proposes to replace the concept of rational-
ity as a theory in its own right by a multilevel theory based
on cognitive processes involved in decision-making. Where
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Colman proposes a collection of ad-hoc strategies for explain-
ing the deviations from rationality which people exhibit in
their behavior, Kokinov proposes analogy as means of uni-
fying the different, formerly unconnected parts of Colman’s
attempt at describing the mechanisms of decision-making. In
Kokinov’s view, the classical concept of utility making has to
be rendered as an emergent property, which will emerge in
most, but not all, cases, converting rationality itself into an
emergent phenomenon, assigning rational rules the status of
approximate explanations of human behavior.

Of course, this also defines a rather extreme position. But
also scholars in “more standard” disciplines of rationality re-
search, as for example decision theory, have become aware
of fundamental problems with the traditional conception of
rationality. In (Gilboa, 2010), Gilboa (in accordance with an
earlier definition in (Gilboa & Schmeidler, 2001)) defines ra-
tionality as a subjective concept: “(...) a mode of behavior is
rational for a given decision maker if, when confronted with
the analysis of her behavior, the decision maker does not wish
to change it.”. This of course has far-reaching consequences.
First of all, rationality becomes subject-centered, in that what
is rational might vary with the population in question. But
probably the most important implication is the dependence
on the individual subject’s abilities and limitations. If the de-
cision maker does not understand the analysis, or why her
behavior is not judged as rational, she cannot be judged irra-
tional for not complying with the alleged norm of rationality.
If limited cognitive capacities do not allow the reasoner to
understand the rules he should follow in his reasoning (e.g.
the Neumann-Morgenstern theory (von Neumann & Morgen-
stern, 1944)), but would always take the same decision again,
he has to be called rational.

Experimental Evidence
But also on the more empirical side, there is evidence galore
that cognitive capacities and limitations have a clear influ-
ence on behavior and decision-making. Evidence for a cru-
cial role of analogy as cognitive ability in decision-making
can be found in psychological studies on decision-making
and choice processes. An overview by Markman and Moreau
(2001), based on experiments and observations from psycho-
logical studies (amongst others on consumer behavior and
political decision-making), reaches the conclusion that there
are at least two central ways how analogy-making influences
choice processes. Analogies to other domains can provide
means of representation for a choice situation, as generally
speaking the making of a decision relies on a certain degree
of familiarity with the choice setting. In many cases of this
kind, analogy plays a crucial role in structuring the represen-
tation of the choice situation, and thus may strongly influence
the outcome of a decision. Also, structural alignment (a key
process of analogy-making) plays a role when comparing the
different possible options offered by a decision situation, with
new options being learned by comparison to already known
ones. An experimental study by Kokinov (2005) demon-
strated that people actually do use analogies in the process

of decision-making, with significant benefit already if only
one case is found to be analogous to the choice situation un-
der consideration. Furthermore, evidence has been found that
there is no significant difference between close and remote
analogies in this process, and that people are not limited to
rely only on analogous cases from their own experience, but
that also cases which were only witnessed passively (e.g., by
being a bystander, or learning about a situation from reports
in the media) may have beneficial influence.

Another example can be given in form of well-known
studies on human decision-making under time pressure,
which show a change in the applied inference procedure.
In (Rieskamp & Hoffrage, 2008), the authors report that,
whilst the best predicting model of human inference for deci-
sion making in an unstressed condition was a weighted lin-
ear model integrating all available information, when time
pressure was induced, best predictions were obtained by us-
ing a simple lexicographic heuristic (Fishburn, 1974). When
speculating about the precise way in which the induced pres-
sure influences the reasoning process, the presumed change
from a more complex strategy using complex relational struc-
tures to a simple single-attribute-based procedure, one possi-
ble explanation can again be found in research on analogy-
making: In (Tohill & Holyoak, 2000), it is reported that anx-
iety made participants of an analogical-reasoning experiment
switch from a preference for complex relational mappings to
simple attribute-based mappings. So presupposing that anal-
ogy to already familiar situations serves as a basis for the
decision-making, this reduction of the complexity of the map-
ping would be in line with the observed change in strategies.

Cornerstones of “Subject-Centered
Rationality”

Continuing and expanding thoughts already started for ex-
ample in (Besold et al., 2011) and (Besold et al., 2012), in
this section, we want to present some key features and cor-
nerstones of a new account and understanding of rationality
which we call “subject-centered rationality”. What shall be
presented is not yet another model of rationality and ratio-
nal behavior, but an overall view and meta-conception of ra-
tionality, defining a supporting and limiting background and
context for the construction of new models:

1. Rationality in a human context clearly has to be considered
as a subject-centered notion, demanding for the integration
of subject-related properties and constraints. This goes in
line with Simon’s and Gilboa’s already discussed positions
in that there is no use establishing models and norms which
can never be implemented or fulfilled by human reasoners
due to limitations of the agent or of its environment. Going
back to the very beginnings, taking Aristotle’s characteri-
zation of humans as rational animals as defining statement,
a framework of rationality which cannot be applied at any
moment by a human in everyday life has to be considered
as limited in its usefulness and adequacy. This means that
especially limiting constraints of human cognition, as for
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example the computational boundedness of human agents
and thus also the computational complexity of the rational-
ity theory at hand, have to be accounted for.

2. The main aspect of theories and models of rationality has
to be their use and applicability as positive theories, and
not as mere normative or postdictive explanatory accounts.
A valuable and adequate account of rationality has to pro-
vide a feasible prediction of human rational behavior and
decision-making when being provided with the informa-
tion the human reasoner can access at the moment of rea-
soning, that is, when possibly only having access to incom-
plete knowledge, when having to deal with ambiguities and
possible false assessments of situations, etc.

3. A feasible theory of rationality does not have to be commit-
ted to one single formal modeling paradigm, but instead of
being monolithic should pursue a holistic approach. Differ-
ent formalisms and approaches to modeling should be uni-
fied and integrated into one account, providing the amalga-
mation of the different approaches with the union of their
respective advantages and particular strengths, whilst mit-
igating each others deficiencies and weaknesses. Logic-
based formalisms can be used alongside probability-based
techniques alongside heuristic elements alongside mod-
els of cognitive core capacities alongside game-theoretic
means for utility maximization. This integration of means
and paradigms is governed by two guiding principles, the
appropriateness with respect to the boundedness and the
limited resources of the human reasoner, and the respect
for and reproduction of human particularities in rational
behavior and decision-making.

As should have become obvious from the above listing,
we clearly consider rationality as a concept which is not
connected to a particular formalism or theoretical modeling
paradigm, but instead see it as possibly a plethora of different
mechanisms competing, interacting and contributing to what
we externally observe as a single capacity. Of course, this
brings along challenges and questions, but from our point of
view at the same time offers even more chances and opportu-
nities. In the following, we want to give two examples where
incorporating different (formal) paradigms into (distinct) tra-
ditional contexts has shown to be highly profitable:

With “algorithmic rationality”, Halpern and Pass (2011)
proposed a framework including computational costs in
otherwise game-theoretical notions of rationality, allowing
to directly take into account the complexity dimension of
agents’ boundedness when modeling rationality with game-
theoretical means.

“Probabilistic dynamic epistemic logic” by Kooi (2003)
presents an attempt at amalgamation between probabilistic
and logical views of rationality, which can for example be
used when treating with aspects of rationality at the intersec-
tion between epistemic logic and game theory.

Also, we strongly advocate the integration of factors and
mechanisms describing the influence of cognitive capacities

and abilities into models of rationality, possibly offering en-
tirely new perspectives and explanations for classical para-
doxes of human rationality, as illustrated by the following ex-
amples:

Well-known empirical studies by Byrne (1989) question
whether human reasoning can be covered by a classical logic-
based framework. Presented with the information given in
Table 1 and asked for what can be concluded from this, from
1. 46% of subjects conclude that Marian will not study late
in the library, erring with respect to classical logic (as denial
of the antecedent does not validate a negation of the conse-
quent). Also, from 2. 96% of subjects conclude that Mar-
ian will study late in the library, whilst only 38% of sub-
jects reach the same conclusion from 3.. Thus an introduc-
tion of another antecedent (without any indication that the
antecedent should not hold) dramatically reduced the num-
ber of subjects applying a simple modus ponens in their pro-
cess of forming a conclusion. Giving the task and the find-

Table 1: Inferences and Conditionals (Byrne, 1989)

1. If Marian has an essay to write, she will study late in
the library. She does not have an essay to write.

2. If Marian has an essay to write, she will study late in
the library. She has an essay to write.

3. If Marian has an essay to write, she will study late in
the library. She has an essay to write. If the library stays
open, she will study late in the library.

ings a more cognitive capacities-oriented view than supported
by the logic-based framework, the results concerning conclu-
sions drawn by the subjects can for example be explained
through analogy. People faced with the information given
in 1. will recall similar conversations they had before, us-
ing these known situations as basis for their decision on what
to conclude. According to Grice (Grice, 1975), in conver-
sations, speakers are supposed to provide the hearer with as
much information as is needed for exchanging the necessary
information, a rule which also goes in accordance with our
everyday observation. Thus, when being given the additional
information that “Marian does not have to write an essay.”,
the set of candidate situations for establishing an analogy to
the present one will be biased towards situations in which
this information had an impact on the outcome, resulting in
the conclusion that Marian would not study late in the library
either. Regarding 2. and 3., a similar conjecture seems likely
to hold: By additionally mentioning the library, similar situ-
ations in which the library might actually have played a cru-
cial role (e.g., by being closed) will be taken into account as
possible base domains of the analogy, causing the change in
conclusions made.

Already more than a decade ago, in the field of decision
theory and economics Gilboa and Schmeidler (1995) devel-
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oped an (at least partly) case-based theory and model for
decision-making under uncertainty. In their model, cases are
primitive and provide a simple axiomatization of a decision
rule that selects an act to be performed based on the act’s
past performance in similar cases. Each act is evaluated by
the sum of the utility levels that resulted from using this act
in past cases, where the degree of (dis)similarity between
the past cases and the problem at hand is accounted for by
weighting the respective utility by the value of a similarity
measure between both situations. Remarkably, this formal
approach in a natural way gives rise to (amongst others) the
notions of satisficing decisions and aspiration levels (cf. also
(Gilboa & Schmeidler, 2001) for a detailed account).

Solutions for Problems of a Subject-Centered
Notion of Rationality

Of course, a positive subject-centered approach to rationality
brings along quite some ground for reservations and skepti-
cism. In the following, we want to address some of the most
probable objections.

Doesn’t your account collapse into pure subjectivity, mak-
ing it not usable as basis for a general theory and framework
anymore? No, it does not. The idea to overcome the prob-
lem of pure subjectivity is to identify central cognitive mech-
anisms, limitations and properties, common to all humans,
and use those as basis for building up the theory. This is
not a commitment to any particular modeling paradigm, but
rather a strong statement assigning the positive aspects of the
model (i.e. the adequate reflection of actual human proper-
ties) a higher priority than detail decisions for how to model a
particular capacity, or overall methodological modeling con-
sistency.

But then, how do you want to (theoretically) explain and
(practically) preserve the individual aspects of your subject-
centered modeling notion? In real life, each human comes
equipped with different gifts and talents. Distinct cognitive
capacities, although present in (almost) every human, are de-
veloped to a different extent. This also gives a cognitively-
based model of rationality the possibility to account for dif-
ferent individual behaviors and decisions. Although there is
an overall unified framework on a general human level, once
reliable predictions shall be made on an individual scale, the
weights and levels of developments between these different
capacities will have to be assessed and adapted.

Your account does not provide any normative power, a
key feature one would expect from a theory of rationality?
To the contrary, normativity can be introduced on two lev-
els, allowing for a distinction between a more general form
of rationality, and a subjective one. Even more, contrary to
some of the classical approaches, it is even possible to pro-
vide a quantitative account of performance on a normative
scale. On a higher level, normativity can be introduced via
the question “Given the general cognitive mechanisms and
model, how well does the individual perform compared to
the general optimal case?”, that is, by assessing whether, tak-

ing into account goal-oriented behavior, the chosen way of
acting resulted in the best outcome possible for an ideal rep-
resentative of the species. If this is the case, the respective
behavior or decision has to be considered as generally ratio-
nal. If this is not the case, comparing the quality of the out-
come to the performance of other individuals of the species
can provide a quantification of the quality of the decision or
behavior on a normative scale (e.g. “the subject performed at
least as rational as 80% of his species”). On the individual
level, normativity can be introduced via the question “Given
the individual distribution of properties and limitations of the
individual, how well does the subject perform compared to
the individually optimal case?”, that is, by assessing whether,
taking into account goal-oriented behavior, the chosen way of
acting resulted in the best outcome possible for the individ-
ual (a notion reminiscent of Gilboa’s already aforementioned
idea of rationality (Gilboa, 2010)). Also here, similar to the
more general case, a quantitative aspect can be introduced
to judging a behavior or decision rational: Provided that the
model has accurately been fitted to the individual, reflecting
its cognitive capacities, properties and limitations to a suf-
ficient degree, it can be assessed to what extent the subject
made use of its theoretical capacities.

Conclusion
In the present paper, we give an account of basic princi-
ples and cornerstones of our positive conception of a the-
ory and framework for rationality and rational behavior, envi-
sioning a modeling paradigm which integrates different per-
spectives and approaches into a holistic system, giving rise to
an integrated multiverse of rationality, replacing the multiple
(mostly) mutually exclusive competing universes which there
currently are.

From our point of view, our perspective on rationality of-
fers several advantages not only within the field of cognitive
science, but also for neighboring disciplines. A positive, pre-
dictively usable theory and framework for rationality (more-
over if equipped with a quantitatively accessible notion of
normativity) would allow for manifold applications, for ex-
ample within decision theory and psychology (serving as an
initial test bed for conjectures and research hypotheses), but
also in more technical fields such as human-computer interac-
tion (allowing for more natural and better adapting interfaces
between man and machine) or artificial intelligence (greatly
contributing to an overall model of human intelligence; cf.
e.g. (Besold, 2011) for an AI-centric perspective).

Of course, there still are numerous open questions left for
future investigation: How can the given cornerstones, charac-
terizations and properties of “subject-centered rationality” be
developed into a completely worked out meta-theory? Which
are the key particularities, properties and limitations of hu-
man cognition that have to be integrated and accounted for
by a subject-centered theory of rationality? How compatible
are the already existing “classical” frameworks for rationality
with our proposed view? How do our meta-level considera-

1336



tions relate to conceptual work done in other relevant fields
modeling (and possibly predicting) human behavior, and thus
most likely dealing with similar questions? What would be a
promising paradigm for an implementation: a highly modu-
lar bottom-up approach starting out by modeling one facet of
rationality, consecutively adding more modules later, an en-
tirely hybrid top-down approach, applying an amalgamated
broad mixture of formalisms and a very general modeling
paradigm from the very beginning, addressing different forms
and facets of rationality by specialization within the overall
framework, or something in between?

Although these are challenging and demanding questions,
and a complete answer to any of those still is far from be-
ing visible, we are convinced that each single one of them is
worth scientific effort and attention already by itself, in their
totality moreover promising key insights into a core concept
of human intelligence and cognition.
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