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Abstract

The “less is more” hypothesis suggests that one reasonsadult

and children differ in their language acquisition abibties
that they also differ in other cognitive capacities. Acdéogd

to one version, children’s relatively poor memory may make
them more likely to over-regularize inconsistent input @dan
Kam & Newport, 2005, 2009). This paper investigates this
hypothesis experimentally and computationally. Expentae
in which adults were placed under a high cognitive load dur-
ing a language-learning task reveal that in adults, ineeas
load does not result in increased over-regularization. #-co
putational model offers a possible explanation for thesslts,
demonstrating that over-regularization should occur antize
presence of memory limitatiores well as a strong prior bias
for over-regularization. Taken together, these findinggest
that the difference in over-regularization between adaitd
children may not be attributable solely to differences irmme
ory capacity between the two groups.

Although children’s tendency toward over-regularizai®n
well-established, the reason for the difference betweetisd
and children is far from clear. The “less is more” hypothesis
suggests that over-regularization may be due to some aspect
of children’s cognitive capacities, such as their poorenme
ory. Adults do tend to over-regularize more when the input is
complex, when the probabilities involved are small (Hudson
Kam & Newport, 2009), or when lexical retrieval is more dif-
ficult (Hudson Kam & Chang, 2009). This may be because
more complex inputimposes more of aload on their cognitive
resources. The “less is more” hypothesis is also supported
by computational work (Elman, 1993) suggesting that learn-
ing is easier when early input is simpler (although that work
does not speak to the issue of over-regularization). Inigéne

there has been little computational or experimental resear
that directly measures or manipulates memory or processing
speed and evaluates whether these are associated with diffe

Introduction ent degrees of over-regularization in adults.
In many ways, ranging from phonetic perception to aspects

of syntax, children are superior language learners thatisadu In prev_iqus work | investigate_d whether adults placed un-
Some argue that this is because language acquisition in Chﬁj(e)rlct):og%l]tlvle Iqad ov?rr]-r?%udla?z_ed more (;erforst_& I|3urns,
dren is guided by language-specific acquisition procedureg . .)' nelogic was that It deticiencies in the particular ca
whereas adult acquisition is directed by more domain-génerpac't'es involved in the load tasks are what cause children
learning mechanisms (e.g., Bley-Vroman, 1990) However© over-regularize, then adults under heavy load should be-
there are many other possibilities, since children andtadul szeltmtorekllke tc_hlldretn n:jth(ejlr pa‘gelrn of_ovetr-rtla(gltj)la:n_ma,
also differ profoundly in their cognitive capabilities, dnl- ults took partin a standard word-iearning task, but in€om
conditions they also had to solve equatioD®ERATIONAL

edge, assumptions, and typical linguistic input. Learrang q ¢ in bet q
second language is made more difficult by interference fronerAD_) or read sen ence?'ERBAL LOAD) in etween word-
learning trials. People did not over-regularize in any dégond

the first language (e.g., Mayberry, 1993; Iverson et al. 3200 "
adult brains are less malleable than the brains of childreﬂon' regardless of load. However, because the additioaal |

(Elman et al., 1996: MacWhinney, 2005), and adults and Ch":[asks were interspersed rather than concurrent, it is lplessi
; ’ : ! hat the load tasks did not interfere with memory enough to

dren differ in the nature of the social support (Snow, 1999)]&I ttact. In the first part of thi | therefore re
and linguistic input (Fernald & Simon, 1984) they receive. ave an efiect. In the Tirst part of this paper | theretore repo
atpe results of an experiment that address this possibility b

One hypothesis, often called “less is more”, suggests th laci dult q ‘ load. As bef th
the relative cognitive deficits in children may actualiglp pacing adults undesoncurrent memary foad. A belore, the
participants failed to over-regularize in all conditions.

with language acquisition, either by enabling them to i®ola
and analyze the separate components of a linguistic stimu- The second part of the paper uses a simple computational
lus (Newport, 1990), or by leading them to over-regularizemodel to explain these results. The model systematically
inconsistent input (Hudson Kam & Newport, 2005, 2009).explores how different degrees and types of memory lim-
Children do indeed over-regularize while adults do not.fDeaitation affect over-regularization. It also investigateswy
children exposed to the inconsistent sign language of heamemory limitations interact with prior biases for or agains
ing parents will over-regularize that language and producever-regularization. Results indicate that over-regaédion
regular grammatical forms (Singleton & Newport, 2004), asonly occurs whetoth memory limitationsand a strong prior

will children exposed to inconsistent input in an artifideh-  bias for over-regularization are present; neither aloreufs
guage (Hudson Kam & Newport, 2005). By contrast, adultficient. Taken together with the experimental findings, they
language learners are known to produce highly variable, insuggest that adult-child differences in over-regulaiizatio
consistent utterances, even after years of experiencefrdth not emerge from differences in memory capacity alone; adult
language and after their grammars have stabilized (Johnsomay additionally have different prior biases about how to re
Shenkman, Newport, & Medin, 1996). spond to inconsistent input.

Keywords: language acquisition; over-regularization; statisti-
cal learning; memory; computational modelling

3274



Experiment Results

50 adults were recruited from the University of Adelaide andrp e are two natural questions we must anwirst, is the

surrounding community and were paid $10. Subjects COMp,, a5k difficult enough? Second, did participants inegith

pleted a word-leamning task in which they were taught 104 the load conditions over-regularize by producing tieen
novel two-word labels. Interspersed with the word-leagnin yotarminer more than 60% of the time?

task was an interference task that required people to memo- o 5
rize a list of letters at the beginning of each trial and repor Was the load task difficult enough? There are two ways
that list at the end. Subjects in theGH LOAD condition to evaluate whether the load tasks were sufficiently chgilen

had to memorize six letters each time, and intbey Loap NG t0 the cognitive capacities of the participants, whsksit

condition they had to memorize three. These results are con€ing €asy enough so that people could acquire at least some

pared to performance of an additional 25 subjects in a cbntrdf the image-label mappings in the word-learning task. One
NO LOAD condition, as reported in Perfors and Burns (2010).ndication that people were taking the load task seriously i

The word learning task was modelled after a similar taskthat participants in both load conditions were reasonably a

described by Hudson Kam and Newport (2009). Their lan.curate in memorizing letters41GH LOAD averaged 56% of

guage contained 51 words, taught over the course of 9-1 tters correct (a mean of 3.4 letters per trial) andv LOAD
1 0 . . _
days. Of critical interest was the evaluation of perfornenc averaged 85% correct (2.5 letters per trianother indica

on the determiners, which were associated with nouns iﬁion is that pgrticipants Iearne_d_ fewer noun-image mapping
an inconsistent fashion: participants heard then deter- if they were in the load conditions. Each person’s answers

miner only 60% of the time. Conditions varied according to Vere coded asorrect if the noun they produced was identi-

how many other determiners there were (always evenly disf-:al to or phonologically similar to the correct noun for that

tributed). Participants were asked to provide the noun anfnage (eh-g-WO"f‘ |ns”tead g_fvyolld). bPart|.C|pgrnts plerformed.
determiner associated with a scene and sentence and the fAE20V€ chance in ail con itions, but significantly worse in

0, 0, 1
guency with which each determiner was produced was note lIGH LOAD (41 @ andLow LOAD (47%) than inNo LOAD
In order to remove extraneous elements of the task so as §79%), suggesting that the interference tasks were, indeed

focus on the determiner-production aspect, the “language” iImposing significant strain on their cognitive resourtes.
this experiment consisted of 10 nouns, all two-syllable-non Did adults over-regularize more when under cognitive
sense words mapped to images representing common objectgad?  Following Hudson Kam and Newport (2009), partic-
Each noun was followed by a one-syllable determiner: thdpants who did not get at least 9 out of the final 20 nouns
main determiner occurred 60% of the time, and each of thecorrect on the test trials were exclude@ihen, on every valid
four noise determiners occurred 10% of the tirheThe spe-  trial (in which a correct noun was produced), | calculates th
cific image-label mapping and choicernéin determinerwas ~ percentage of time either tieain determiner, any other de-
randomized for each participant. terminer oise), or no determiner was produced. Figure 1
The task consisted of a total of 200 trials of image-labeldemonstrates that there were no significant differences be-

screen and at the same time the person heard a female voit#t is, participants in the load conditions were not signifi
provide the label: for instance, they might see a picture of &antly more likely to over-regularize.
baby and heathurbit mot. In the NO LOAD condition, par-
ticipants went to the next trial by clickingrext button. In 2In Perfors and Burns (2010) we addressed a third question:
the two load conditions, each image was preceded by a list og,htetger |0V\{er performanlce, Ont,a Sep?{]ate WO(;kllng m%(n%Mk

: ; : . icted greater over-regularization in the word learni per-
letters to memorlze (six Iet_ters n thtE_&QH LOAD condition formed a similar analysis here and found no evidence for such
and three in.ow LOAD), which was visible for 2.5 seconds. relationship, but do not have space to describe this arsilysietail.
The image was displayed for 1.5 seconds and followed by 3To ensure that results were not due solely to participants wh
a response phase in which participants reported the last s@ifl not take the load task seriously, all analyses were tepester
of letters in order. At that point memorization accurac andexCIlJOIIng participants who got fewer than 50% or 70% corriect

: p y both cases, all results are qualitatively identical.

time taken to respond were displayed, and when the partici- 4 one-way Anova on nouns correct by condition was signifi-

pant pressedext the next set of letters to memorize appearedcant: F(2,72) = 7.56, p = 0.001. Post-hoc comparisons using the

. . . : Tukey-Kremar test indicated that the mean score fomtbeLOAD
Learning was tested with 10 questions every 50 trials, forcondition (M=0.667, SD = 0.05) was significantly differehat the

a total of 40 test questions. At each test, the participast wamean for thediGH LOAD (M = 0.407,SD = 0.05) andLOW LOAD
presented with an image and asked to verbally produce théM = 0.473 S= 0.05) conditions, but the latter two were not signif-

. . : . icantly different from each other.
label for it, which the experimenter (who was blind to the 5This resulted in keeping 23 subjects in t@ LOAD condition,

correct answers) wrote down. No feedback was given. 15inHIGH LOAD, and 19 inLow LOAD. All analyses were also per-
- formed without this exclusion; results were qualitativielgntical.
INoun words used weretragnip, raygler, churbit, tramdel, shel- 60ne-way Anova on main determiner production by condition:

bin, pugbo, wolid, foutray, nipag, andyeetom. Objects used were: F(2,49) = 2.05,p = 0.1393. To further explore this outcome, a
babies, balls, beds, birds, books, cars, cats, cups, dodsstees.  post-hoc comparison using Tukey-Kramer indicated no figrit
The five determiners werenot, ped, sib, kag, andzuf. difference between any of the conditions compared pairwise
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Figure 1: Performance by condition in determiner produrctibhere  Figure 2: Individual consistency in determiner productimncon-

was no significant difference between conditions in tengdetioc  dition. For the most part, few participants showed any &iascy

over-regularize. Error bars are standard error. in their pattern of determiner usage, and those in the loaditions
did not tend to be more consistent.

This is suggestive, but because it is an analysis of mean . o )
performances this outcome may be hiding individual over-duency of different colors of flashing lights or cards in aldec
regularization in different directions. To evaluate thsgi- This situation is captured by the multinomial distribution

bility, following Hudson Kam and Newport (2009) a “consis- Wheres; denotes the probability of outcorhandy | ;6 = 1.
tency threshold” of 90% was set: each participant was codelf! @ mulinomial, the data for the observed outcoryeare
asconsistent main, consistent noise, or consistent noneifthey ~ 9enerated from the underlyigaccording to:

produced the determiner type in question on at least 90% of K

the valid trials, anchot consistent if they did not/ Figure 2 p(y|6) = ( k ) rleiYi' 1)
shows that few participants were consistent in any way, and Yi--¥k/ i

differences between conditions were minor. In order t0 de- e task of the learner is to reason backward from the out-

termi_ne if the tendency to over-regularize changed as theXomesy to infer the nature of the underlying “true” distri-
acquired more of the language, analyses for both Figures {, sisng. Which distribution is learned will depend on two
and 2 were repeated for the first and second half of teSt'”thngs: the nature of the dasaand any prior beliefs about
Results were qualitatively similar for all analyses. what® should look like® A natural, mathematically elegant,
_Hudson Kam and Newport (2005, 2009) hypothesize thagng widely used prior for multinomial data is the Dirichlet
differences in cognitive capabilities between childrem an gistribution (Gelman, Carlin, Stern, & Rubin, 2003). This
adults may lead to differences in regularization, either beyode|uses a symmetric Dirichlet distribution, which imess
cause children are less efficient at encoding memories,-or bg,, prior bias in favor of any one outcome more than another
cause they have more difficulty retrieving specific memory,cross the whole dataset. Symmetric Dirichlet distrigio
forms. Either way, the theory suggests that children wilev  ,5ve one parameten, which captures the degree to which
regularize some forms and fail to produce others, but adultgach item (noun) is expected to be associated with only one
will store and retrieve the memories more veridically. outcome (determiner); it governs the extent of the bias for
Another possibility is that children simply have a priordia gyer-regularization. 1t is very small, there is a strong bias
to favor regularization, whereas adults do not. This bigi for gver-regularization: the model will assume that eacimo
be language-specific (e.g., Bickerton, 1984) or more domainjs gssociated with only one determiner (although, becduese t
general; either way, it would result from something othanth prior is symmetric, it will have no prior bias abowhich de-
age-related differences in memory capacity. In the next seGerminer is most likely). Whem = 1, there is no bias for
tion | use a computational model to investigate the expectedyer-regularization; it is assumed that each outcome \will 0
effects of both prior biases and memory limitations, and how.,r with equal probability. | evaluate the role of the prigr b
they trade off against each other. considering four values af: 1 (NO BIAS), 0.5 (WEAK BIAS),
c . I IVsi 0.05 (MeDIUM BIAS), and 0.005$TRONG BIAY.
omputational analysis In addition to varying the strength of the prior bias for
Most tasks in which there is the potential for over- over-regularization,itis necessary to also model thectsfef
regularization can be described abstractly as tasks inhwhicmemory. How to do this is less obvious, but the most straight-
there arek possible outcomes and the learner must learn théorward possibilities are to capture memory limitationa gi
distribution over those outcomes. In this experiment thereorruption of the observed dagawhich, in the uncorrupted
are six outcomes associated with each noun (five for each

the determiners, and one for no determiner), while in a typi- e o
e . . always match the observed distributigrprecisely; such a learner
cal probability matching task, the outcomes might be the freouid never generalize beyond the input at all. 1t is possiblhave
very mild prior beliefs — e.qg., the weak expectation that amgome

"The results do not change if the threshold is 70% or 80%. is equally likely — which would still enable some generdiiaa.

8A complete absence of prior belief would mean tBathould
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Figure 3: Model performance varying the strength of therdsias (columns) and the effect of different kinds of memamyitation (rows).

Each graph shows the proportionafsistent classifications out of 50 iterations (on thiexis) as a function of the percentage of memory
affected (on the axis): n% means that% of the data are either droppenRop), flipped randomly RANDOM), or reconstructed based on the
prior (PRIOR-BASED). Over-regularization only occurs when memory is limiged there is a medium-to-strong prior for over-regularization

case, always precisely follows the proportions of the irput
the experiment: one determiner occurs 60% of the time, and P(8ly,0) = P(y|6,0)P(Bla) )
four others occur 10% of the time). Jo P(y|€/,0)P(&|o)d®/

How might memory corrupt the data? One possibility is  Figure 3 shows expected performance by prior bias and
to assume, as a first approximation, that memory loss simplynemory. To make the model results comparable to the exper-
means dropping data at random (theop condition). Drop-  imental findings, consistency is calculated the same way as i
ping different proportions of the data would therefore mapthe experiment: e.gconsistent main means that on that itera-
onto differences in memory capacity. Another possibility i tion the model predicted that 90% or more of the determiners
to assume that memory limitations result in data being forshould be thenain one. Each of the stacked bars reflects the
gotten and then reconstructed by the mind. A trivial way toproportion of runs (out of 50) in which the model achieved
reconstruct such data would be to randomly randomly reasany of the kinds of consistency.
sign “forgotten” data to any of the possible determinerfwit  There are two striking things about these results. First,
equal probability; this is th&@ANDOM condition. A more they demonstrate that simply having a prior bias for over-
natural reconstruction method might be to presume that forregularization is insufficient to cause over-regularizati
gotten data is reconstructed according to the prior prdibabi This is because the quantity of data must also be small. In
(the PRIOR-BASED condition). This can be modelled using this model, memory limitations had the effect of limiting

the Chinese Restaurant Process: the quantity of (accurate) data, but other data-limiting-fa
tors might also include bottlenecks in the input or attamio
P(determinei|previous data= — restrictions. The reason that_a prior blas_alone is inseffici
N+a is because a sufficient quantity of data will always overcome
P(new determindprevious data= o any priqr; arational .Iearner should think it much more Iikgl_
N+a that a given determiner actually occurs 60% of the time if it

is observed in 600 out of 1000 observations rather than 3 out

wheren; refers to the number of observations involving de- . o
o ) . of 5. Because quantity of the data matters, a prior bias only
termineri made so farlN is the number of observations total, - - .
has an effect when there is little veridical data available.

anda is the same parameter that captures the prior bias. In L i
. . ... The second implication of these results is that memory
fact, the Chinese Restaurant Process gives the sameulistri. . . . o .
imitations alone do not result in over-regularizatiorheit

tion as draws from a Dirichlet process, which is why it is a S . .
Memory limitations must occur along with some sort of prior

natural way to capture memory loss within this model. . o . :
- o bias for over-regularization, whether it comes in when mem-
Predictions about the expected distribution over outcomes

iven the data and the priors are aiven by Baves Rule: ory is being reconstructed or when interpreting situations
given the data b 9 y bay ' where there are few observations. The reason a prior bias

9The integral in the denominator is calculated by drawing@0, IS hecessary is because without it, memory limitations tlon’
samples oB from the Dirichlet distribution parameterized by change the overalpattern of data. For instance, suppose
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a learner was exposed to 10 determiners following the disrather than to make adults awbre like children by making
tribution in the data (6-1-1-1-1-0). If the learner randgml it harder. It is possible that there is an inherent asymme-
forgot 60% of them, they would be unlikely to forget all of try to adults’ performance: that it is relatively easy to rmak
thenoise determiners and more likely to forget some of eachadults over-regularize less, but that getting them to aaigeé
type. Without a strong prior towards over-regularizatitve, = more is difficult. The computational model is consistentwit
learner wouldn’t ignore thaoise items that remain, and thus this possibility, and such an asymmetry certainly exists in
would not over-regularize. Even in the extreme where 90%ecision-making problems, in which great efforts have been
of the data is forgotten, over-regularization should nausc  made to stop adults from probability matching, to little ibva
when there is very little data the prior is weighted more heav (e.g., Shanks, Tunney, & McCarthy, 2002).
ily, so without a prior for over-regularization, a learnéven The computational model in this paper was deliberately
very little data will assume that any outcome is possible.  chosen to be extremely simple in order to minimize the ex-
tent to which the results are dependent on arbitrary moglelin
Discussion choices. There was only free parameter in the moalpatd

The “less is more” hypothesis suggests that one reason fétr was systematically varied. The multinomial distributio

. g . IS the most obvious and widely-used way of capturing dis-
the difference between adult and children in language 8% ibutional data in which many outcomes are likely, and the
sition is due to unequal cognitive capacities: childrergsip '

. ._ . Dirichlet distribution is the most widely-used and mathéma
memory may make them more likely to over-regularize in-.

. . . . dcally elegant prior for multinomial data. Memory limitatis
consistent input. In an experiment building on Perfors an o .
; o ere modeled simplistically, but in a way that captures to a
Burns (2010), adults were placed under a high cognitive loa Lt approximation the different wavs in which memory con-
and the effect of this manipulation was evaluated. Although bp Y Y

" i : straints might have an effect (either losing informationlisr
the cognitive load was strong enough to impair performance,

increased load did not lead to increased over-regulaoizati torting it in different ways). Moreover, the qualitativestets

; o were driven by model-independentfactors: a prior biasds ne
Modeling work demonstrates that over-regularization sthou L
. : Y essary because memory limitations alone do not change the
only emerge if the learner is has both a limited memory and & o=
2 - pattern of data remembered, and some sort of data-limiting
strong prior bias for over-regularization. : : N
Tak h h | h imi mechanism (like a memory constraint) is necessary because
_laken together, t Ese resu t?f_sggge%stt at mem(I)r_y IMit&5therwise any prior bias for over-regularization will besov
tions are necejszri]ry fUt not su |C|e(;1.tﬁ or over-rsgu aDEath_igvhelmed by the inconsistent data in the input. It is therefor
to emerge, and therefore memory differences between ¢ I'nlikely that incorporating a more realistic memory model

dren and adults ca_nnot be_ th_e (_)nly_reason_ chlldre_n but Nhould change these results in any qualitative way, although
adults over-regularize. This finding is consistent withesth this topic is being explored further in my lab

work shpwing that children with better_memories or faster One assumption inherent in the model is that it is Bayesian
processing speed actually better at learning language (e.g., meaning that it predicts the behavior of a rational learner.

Fernald, Perfors, & Marchman, 2006; Rose, Feldman &1 : . . . .
. X TR ' '’ “This means that the importance of previous biases (the)prior
J?nkowikl, 2f009).. It maybe th;’;\t _chl'I[.dre?hd(: h;VI?;dgkr]n? S9%nd fitting the data (likelihood) are balanced in a particula
of prior bias favoring over-regufarization that adu u way (accordingto Bayes’ Rule). However, every model needs
it is worth considering possible limitations first.
) _ ) .. to performsome tradeoff between these two factors. Because
Itis theoretically possible that the load tasks were ndt-dif this, models that weigh these tradeoffs differently nigh

cult enough to limit adults’ memories to the point that any ef 51 quantitatively, but all models except for the most path
fects would be visible. However, this seems unlikely, f00tw |,4ic4(10 should show that over-regularization is more likely

reasons. First, the load t"’_‘Sk_s significantly impaired pgEspl \hen the input is limited and the prior bias for it is strong.
ability to learn the nouns, indicating that they placed a/jea Itis also worth noting that, although the model is Bayesian,

burdlzn on thte learners. fSecond, evenin an_alytstehs v;/_hetr(; OIEﬁs is not an ideal learning analysis; because the model in-
would expect poorer performance (e.g., on just the first ha orporates different kinds of memory limitations, it shibul

of test trials, or including even participants who Iearne_d/v_ be more properly understood as a “capacity-limited” raion
fﬁ‘:‘.’ nouns) tf;ertﬁ Vﬁﬁ no tendenc(:jy tl?wfr.? 3vter—regula_r|za|\t|o model. It thus allows us to investigate what a rational learn

'S Sl;[]?r?etstﬁ a el r?asog t?] ut Skat' edfo ov?:r-rege _"lir with certain capacity constraints might be expected to do.
wasnot that they simply found In€ task t0o easy. FOr SIMarryis gort of approach is an important step toward bridging
reasons, It Is unI!ker th_a_t the simplicity of the task (lear . computational-level and process-level accounts of camgnit
ing noun-determiner pairings rather than full languages) i One simplification this model makes is that it is incapable
the reason for the findings; | will pursue this in future work. . . . : ; .

. . ) . of learning that differenkinds of items might be associated
On first glance, these findings might appear to contradicl iy, \ery gifferent distributions (e.g., that some noune ar

those of Hu_dso_n K_am and Chang (2909)3 whao fognd thatassociated with only one determiner, but some are assdciate
over-regularization in adults could be diminished by impro

ing the ease of lexical retrieval. However, they aimed to enak 104pathological” models include those that don't learn afiain
adultsless like children by making the cognitive load easier, data or never generalize at all beyond the data.
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with many). That extra complexity was unnecessary to modeBley-Vroman, R. (1990). The logical problem of foreign laage

i i i i i istridouti learning.Linguistic Analysis, 20, 3—49.
tf}lz experllment, dehICh. all |tem_s ha}/e The (sjame dIStﬁytl Derks, P., & Paclisanu, M. (1967). Simple strategies in tyinae-
of determiners anad consistency Is calculated across tr@ ent  giction by children and adultsln. Exp. Psych., 73(2), 278—285.

dataset. Existing models corresponding to an extension dlman, J. (1993). Learning and development in neural nedsvor
this one have been used to capture complex phenomena iE—The importance of starting smalCognition, 48, 71-99.

. . . Iman, J., Bates, E., Johnson, M., Karmiloff-Smith, A.,iflaD.,
cluding word-learning biases (Kemp, Perfors, & Tenenbau_m, & Plunkett, K. (1996). Rethinking innateness. A connectionist
2007; Perfors & Tenenbaum, 2009) and verb construction perspective on development. Cambridge, MA: MIT Press.

. . . o in understanding: Speech processing efficiency and voagbul
How do we interpret the prior bias for over-regularization gro‘meacmss'ﬂ?ez,]%ye@g,_ pwchll,%z(l)l’lgg_])fla voagby

in the model? Independent evidence suggests that such a bigarnald, A., & Simon, T. (1984). Expanded information camsoin
i in- i i _ i mothers’ speech to newbornBev. Psych., 20, 104-113.

might be domain ge_neral, s_lnce_ C_hlldren (_)ver_regularl_zte.b Flavell, J., Green, F., Flavell, E., Harris, P., & Astingtah W.

adults do not even in non-linguistic domains like predigtin (1995). " Children's knowledge about thinkingvlonographs of

which light will flash (e.g., Shanks et al., 2002; Weir, 1964; the SRCD, 60(1).

; ; Gelman, A., Carlin, J., Stern, H., & Rubin, D. (2003Rayesian
Derks & Paclisanu, 1967) or how often a cause will result data analysis (2nd ed.). Chapman & Hall,

in a given effect (Schulz & Sommerville, 2006). That said, jygson Kam, C., & Chang, A. (2009). Investigating the cause o
the model incorporates no assumptions about the domain- language regularization in adults: Memory constraintariing
ifici in- i i effects?Jn. of Exp. Psych.: Lng., Mem,, & Cog., 35(3), 815-821.
specificity or _domalr_1 generality of the prior. It encodee th Hudson Kam, C., & Newport, E. (2005). Regularizing unpréatiée
degree to which a bias for over-regularization exists, b&t t yariation: The roles of adult and child learners in langutagea-
question of its origin is a matter for future work. tion and changeLang. Lng. & Dev., 1(2), 151-195. o
One final important point should be made: these findingdiudson Kam, C., & Newport, E. (2009). Getting it right by gegtit

. . rong: When learners change langua nitive Psychology,
are relevant only to the version of the “less is more” hypethe \évg’ 38—66. g guag@sgnitive Psychology

sis that makes reference to over-regularization (Hudsan Ka Iverson, P., Kuhl, P., Akahane-Yamada, R., Diesch, E., faky,,

& Newport, 2005, 2009). The original theory is focused more Kettermann, A., etal. (2003). A perceptual interferenaeaat
. SR . . of acquisition difficulties with non-native phoneme8ognition,
on whether linguistic input is broken down into components g7 B47-B57.

or not (Newport, 1990); it suggests that as a result of their s Johnson, J., Shenkman, K., Newport, E., & Medin, D. (1998)let
perior memories, adults may memorize entire frozen chunks terminacy in the grammar of adult language learndosirnal of

. : . Memory and Language, 35, 335-352.
of the input, while children — who are only able to recall kemp, C., Perfors, A., & Tenenbaum, J. (2007). Learning -over
smaller portions — find it easier to isolate linguistic compo  hypotheses with hierarchical Bayesian model3evelopmental
nents. This paper is not relevant to that version of the “lesg, Science, 10(3), 307-321.

. ,, L . . . acWhinney, B. (2005). A unified model of language acquositi
is more” hypothesis, since it postulates different mecrasi In J. Kroll & A. De Groot (Eds.)Handbook of bilingualism: Psy-

and applies to different phenomena. cholinguistic approaches (pp. 49-67). Oxford Univ. Press.

It also remains possible that child-adult differencesiarev  Mayberry, R. (1993). Firstlanguage acquisition afteratimod
differs from second-language acquisition: The case of maer

regularization might be driven by cognitive factors thaééa  sjgn languagedn. of Speech and Hearing Res., 36, 1258-1270.
effects beyond limiting or distorting input. Such diffeces Neévportz E.S(C1_990).1Ill/la1tlira2tg)nal constraints on languagerling.

; it ; ih - ognitive Science, 14, 11-28.
could arise from variations in the ability to use metacageit Perfors, A & Burms, N. (2010). Adult language learnersamd
strategies (e.g., Flavell, Green, Flavell, Harris, & Agton, cognitive load do not over-regularize like children.Rroc. 32nd
1995). It may be that adults’ ability to introspect and rea- Annual Conf. of the Cognitive Science Society (p. 2524-2529).
son about their own cognition makes them more likely to relyPerfors, A., & Tenenbaum, J. (2009). Leaming to learn cate-

. : - . ories. InProc. 31st Annual Conf. of the Cognitive Science Soci-
on explicit rather than implicit learning (Uliman, 2004) — a gty (p. 136-141). Og

difference that has been hypothesized to be the root ofchildPerfors, A., T%Inenbaum(,j JH, & Wo_nnacott% E. b(2010). Valitgpi
; ; it ; _ negative evidence, and the acquisition of verb argumerstooc
adult d!ffer_ence§ in language acqwsmon: A bias for over tions. Journal of Child Language, 37, 607-642.
regularization might result from a generalized preferioce  Rrose, S., Feldman, J., & Jankowski, J. (2009). A cognitivea@ach
simplicity on the part of children. A great deal of work re- to the development of early languagen. Dev., 80(1), 134-150.
mains to be done to investigate the many possibilities thapCchulz, L., & Sommerville, J. (2006). God does not play dice:
. . . Causal determinism and preschoolers’ causal inferenGisld
remain open, but this work suggests that memory alone is not pevelopment, 77(2), 427-442.
the root of child-adult differences in the tendency to over-Sha}nks,bD.t,) lTunney, ﬁ., & M(éCarthy, f r(]2002). Afre‘;ﬁxanma”al t
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