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Abstract (a)

Human languages vary in many ways, but also show strik- , ’ ’
ing cross-linguistic universals. Why do these universals e
ist? Recent theoretical results demonstrate that Bayk=saam-

ers transmitting language to each other through iteratauhle

ing will converge on a distribution of languages that deend

only on their prior biases about language and the quantity of b
data transmitted at each point; the structure of the woriigbe ( )

communicated about plays no role (Griffiths & Kalish, 2005,

2007). We revisit these findings and show that when certain as ’ ’
sumptions about the independence of languages and the world

are abandoned, learners will converge to languages thahdep Woﬂd World World

on the structure of the world as well as their prior biasesseh

theoretical results are supported with a series of experisne

showing that when human learners acquire language through Figure 1: (a) Schematic illustration of the typical itexatearning

iterated learning, the ultimate structure of those langsag paradigm, which assumes that learmeacquires language on the

shaped by the structure of the meanings to be communicated. basis of the language data produced by leamerl. (b) A dif-

Keywords: language evolution; iterated learning; Bayesian ferent view of iterated learning recognizes that becaudiwittuals

modeling; linguistic structure produce language in order to communicate about the wordjaia
available to learners includes meanings in the world as asthe

Introduction linguistic data produced by the learner before them.

Human languages have rich structure on many levels, frorfrom previous learners). Previous research has shown that
phonology to semantics to grammar. Where does this strugyhen learners are individually Bayesian, an iterated iegrn
ture come from? Most researchers agree that linguisticstru chain converges in the limit to the prior distribution ovér a
ture is shaped by the structure of our minds — that our braingossible languages (Griffiths & Kalish, 2005, 2007). How-
contain prior biases that favor the acquisition or retenttd  ever, the proof of this assumasriori that a language carries
some linguistic systems over others. As such, debate gemp assumptions about the frequencies of events in the world.
erally centers around the nature and origin of these biaseas we will show, when this assumption is relaxed, the itetate
Some suggest that the human language faculty is geneticallgarning process converges to a distribution that depends o
specified, with natural selection operating on genes for lanthe distribution of meaningful events in the world as well as
guage (e.g., Pinker & Bloom, 1990; Nowak, Komarova, & the prior biases of the learner. We experimentally testethes
Niyogi, 2001; Komarova & Nowak, 2001) or else selecting theoretical results in a lab-based iterated learning énsat

for other capabilities (e.g., Hauser, Chomsky, & Fitch, 200  (asin, e.g., Kirby, Cornish, & Smith, 2008) and find that par-
Others have suggested that humans easily learn language ARf§pants converge on different languages depending on the
because of a language-specific genetically encoded mechgiructure of the space of meanings they are shown.

nism, but because language evolved to be learnable and use-

able by human brains (e.g. Zuidema, 2002; Brighton, Smith! terated learning

& Kirby, 2005; Christiansen & Chater, 2008). While these The iterated learning modeling (ILM) framework is widely
accounts disagree in many particulars, they agree that thgsed in language evolution research (e.g., Kirby & Hurford,
structure of language arises from the structure of the brain 2002; Griffiths & Kalish, 2007; Kirby et al., 2008; Smith,

In this paper we argue that language evolution is shaped b009; Reali & Griffiths, 2009). It views the process of lan-
the structure of the world in addition to pre-existing cdiy@i  guage evolution in terms of a chain of learners (or genera-
biases. Because language involves communicating about thi®ns), shown schematically in Figure 1(a). The first learne
world, the structure of that world (i.e., the things to be eom in the chain sees some linguistic data (e.g., utterancas)sf
municated) can interact with people’s prior biases to shapa hypothesis about what sort of language would have gener-
the languages that develop. We offer theoretical and expegrted that data, and then produces their own data, whichserve
imental support of this proposition. On the theoreticaksid as input to the next learner in the chain. Over time, the lan-
we take as our starting point recent work within the “itedate guages that emerge from this process become non-arbitrary:
learning” framework (in which new learners receive theteda Griffiths and Kalish (2005, 2007) (henceforth, GK) demon-
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Figure 2: (a) Intuitive illustration of the results of Griffis & Kalish
(2005, 2007) (GK). Given a 2-dimensional semantic spacegaér
with a prior bias to favor one dimension of that space §tais)
and languages with fewer words might have a prior distrdsutiver
languages that puts more probability bpy and less orh, or he.
GK demonstrate that the languages that evolve will convirgieis
prior distribution. (b) If the natural categories in the Vébhave a
different structure, we might intuitively expect that lamges that
capture that structure, like, should be more likely to evolve.

strate that when the learners are Bayesian, we should exp
an iterated learning chain to converge to the prior distidou
over all possible languages. That is, the probability of an

given language emerging does not depend on the structure BiPUt

onI} ’ A
The existence of a ”nguisr_esponds to learning the language they are exposed to. Itis

the world or independent properties of the language —
the assumptions of the learner.
tic bottleneck (in which only a small amount of information
is transmitted at each link in the chain) can speed the rat
of convergence or create a pressure for certain kinds of lin
guistic structure like compositionality, but this resuitplies
that neither the structure of the meaning space nor theaatu
of the initial language should have an affect on the languag
that eventually evolves.

GK’s result can be conceptualized in intuitive terms as fol-

learner — generated by the world — correspond to the black
dots, which fall naturally into two clusters. We might intu-
itively expect that a language like. would be a better fit

to this world (and hence be more likely to evolve) than a
language likeh,, even thougth, has higher prior probabil-

ity. The results of GK appear to suggest otherwise. Is our
intuition simply wrong, or is there a mismatch between the
GK derivation and the problem of language evolution within
a structured world? In the next section, we argue for theratt

Theoretical result

We formalize the iterated learning framework in much the
same way as Griffiths and Kalish (2005). A learner sees
m meanings or events, denoted= {x!)...x(M}. These
meanings are paired witm corresponding utterances de-
notedy = {y...y(M}. The first learner in the chain is
shown some initial data consisting of meaning-utteranas pa
(X0,¥0). Then, when shown new evemts, the learner pro-

dlces utterances, so that(xy,y1) are the input to the next

learner. In general, learnar- 1 sees datéxn, yn) and gener-

yz;1tesyn+l given eventsq1, So that the next learner receives

(Xn+1,¥n+1). The goal of each learner is to estimate
he mapping between meanings and utterances, which cor-

assumed that each learner has the same countable hypothesis
spaces/ of possible languages, such that each # corre-
sponds to one language. For any learner, acquisition iegolv
a learning step and a production step.

¢r Inthelearning step, learnem+ 1 sees(xy,yn) and com-
putes a posterior distribution over possible langudggs.
Bayes'’ rule implies that we can express this posterioridistr
bution as follows:

lows. Suppose learners must acquire languages that describ
a two dimensional semantic space of some sort. For illustra-
tive purposes, suppose further that the learners have a prio

P(Yn|%n, hnt-1)P(hnr1|Xn)
> hesr P(Yn[%n, h)P(h|xn)

P(Pnya/Xn,yn) = 1)

bias to prefer languages with fewer words and to pay mor
attention to one of the dimensions, as occurs in human cat
gory learning and development (e.g., Landau, Smith, & Jone
1988). This prior bias might impose a distribution over hy-
potheses about possible languages, like the illustrative on
shown in Figure 2(a): languages lilkg with a few words
that classify according to the preferred dimension {aeis

in this case) have higher prior probability than languades |
hy, which have many words, dr;, whose words classify ac-
cording to the dis-preferred dimension. GK suggest that lan
guages evolving to describe this space will converge to th
prior distribution: 40% of the timé, will emerge, 10% of
the timehy, will emerge, and so forth. Although this prior and
these precise numbers are imaginary, the picture provides
schematic illustration of what GK'’s results mean.

It also, however, highlights an apparent oddity within thes
results. Suppose that the world possesses structure iorthe f
of natural categories of some sort, and these natural ca¢sgo
happen to group items according to the non-preferred dime

e

Nibution P(x,y|h) = P(y|x,h)P(x/h).

n their derivation GK assume that each languagaakes

Jo assumption about which eventare more likely than any

other; given that assumption, they note tRéh|x) = P(h),
and proceed with a version of Equation 1 based on that modi-
fication. Alternatively, however, it might be that the laage
carries with it certain assumptions about what events ase po
sible or probable in the world, in which case the GK assump-
tion is untenablé. In other words, simply observing mean-
ingful eventsx may bias the learner to prefer some languages
ver others. If this is the case, th&th|x) does not equal
(h), and the learning step is described by Equation 1.
To see what this shift does to the iterated learning chain,
\ye now turn to theroduction step. In this step, the learner

IMore formally, GK assume that each langualyespecifies
P(ylh,x), the conditional distribution over utteranceg given the
eventsx. Our formulation corresponds to assuming that each lan-
guage maps onto @int (subjective) probability distribution over
events and utterance®(x,y|h). We can factorize the joint dis-
Moreover, sinceP(h|x) O

sion, as shown in Figure 2(b): the items observed by thé(x/h)P(h), in our set ugP(h|x) # P(h).
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encounters new meanings,1, generated from the (objec-  The assumption these results depend on is relatively weak:
tive) distributionQ(x) of meanings in the world. Given these all it requires is that the events or meanings each learmsr se
meanings, the learner generates the new utterancesby  be a representative sample from the true generating distrib
sampling them fronP(yn+1|Xn+1,hnr1), wherehny1 is the  tion Q(x). In the limit where no learner sees any data, the
learner’s language (assumed to be sampled from the pasteristationary distribution converges to the prior, sifté|x) =
distribution in Equation 1). P(h) in that situation. But as the amount of data increases,
Since all people in the chain follow the same learning andhe languages that evolve will depend on the posterioridistr
production steps, we can calcul&éh,1/hn), the probabil-  bution P(h|x) and the distribution of meanings in the world
ity that learnem+ 1 acquires languagln;1 given that the Q(x). Since the posterior depends on both prior and likeli-
previous learner used the langudgein the followingway:  hood P(h|x) O P(h)P(x|h)), this means that the languages
that evolve will be sampled from a distribution depending on
P(hatalbn) = 5 5 P(bnialX y)P(YIX.h)Q(X).  (2)  which ones are favored priori as well as which ones best
Xex yey capture the meanings in the world. The additio&f) term
Thus we have a sequence of random variableby, h, . .. means that the distribution of those meanings matters ds wel
describing the languages acquired by each person in thEhese results suggest that languages tikenight be more
chain. This is generated by a Markov chain whose transitiodikely to evolve in a world like the one in Figure 2(b) than the
probabilities are given biP(hn1|hn). Assuming the chainis Prior distribution over languages might suggest.

ergodic, then its stationary distributiatih) satisfies In the next section we report experimental results support-
ing these theoretical findings.
T(hny1) = Z P(hn1/hn)7i(hn) (3) )
hnest Experiment

for all hn, 1. Put another way, the probability distribution over M ethod

languagesi, approachesi(hn) asn — c. We adopt the standard iterated learning paradigm, in which

In the set up used by GK, the stationary distributigh) b4 ricipants form chains in which the output of tht partic-
corresponds to the prid?(h). However, under our formal- jyantis the input of participamt+ 1 and the input for the first
ization this is no longer the case. To find the stationary d's'participant is random. In a training phase, participanésase
tribution in this situation, we make the following “represe L mber of meaning-word pairs and are asked to learn them.
tativenes§“ a_ssumption: that the .posterior p.robabilit)aof In a test phase, they are shown meanings and asked to pro-
hypothesis given an actual datazes close o its expected gy ce the corresponding word; these are the pairings for the
posterior probability given the generating distributiQ(x).  next participant and correspond to the “language” thattexis
In other words, we assume thRth|x) ~ Equ)[P(hX)] = 4t that point in the chain. Our question is whether the lan-
x P(hx)Q(x), for somex ~ Q(x). The math demonstrates gages that evolve over the course of a chain depend on the
that if this assumption holds, then the stationary distitnu  yistripution of meaningQ(x).
is approximatelyri(h) = S, P(h|x)Q(x). That is, the chain In our experiments, the “meanings” consisted of 36 pos-
converges to thexpected posterior distributionver lan- e squares differing in size and color, as shown in Fig-
guages given meaningful events in the world. This is becausgye 3(5). In theconTrOL condition, the stimuli continuously
for mi(h) = 5 P(h[x)Q(x) to be the stationary distribution it 5rieq along two dimensions: color and sizén this condi-

must be true that: tion there is no obvious or privileged way of categorizing th
stimuli. In thesize condition, the stimuli were more discon-

Mhni1) = Zp(hn+l|hn)n(hn) tinuous along the size dimension while in theLoRr condi-
n tion they were discontinuous along the color dimension.
= > Z P(hn+1]%,Y)P(yIX hn) Q(x)1i(hn) These conditions, then, correspond to worlds with differen
Xy n

event distribution€(x), and each favors languages that par-
= > Z P(hn1/%,y)P(y[X, hn)Q(x) Z P(hnX)Q(X) " tition the stimuli in different ways, as shown in Figure 3(b)
XY hy X ",
In the sizE condition one would expect the words to cate-

~ ZZ Z P(hn+1[x,y)P(y[x, in) Q(x)P(hn|x) gorize by size, in particular, to correspond to the distorct
Y between smalleny;) and larger i) items. Conversely, one
= Z%P(hMl‘X’y)Q(X) Z P(y[X, hn)P(hn|x) would expect the words in theoLOR condition to evolve
= > > P(hnialxy)QX)P(YX) 2Color varied from 0% brightness (black) to 100% brightness
Xy (white) in increments of 20%, and size from smallest (10xt0)
_ X)'S P(hno1|% y)P(ylx largest (60x60) in increments of 10.
ZQ( )g (s} Y)P(YX) 3In particular, stimuli 2 and 5 from theoNTROL condition be-
came 3 and 4, with the new 2 and 5 intermediate in value. Thus in
= ZQ(X)P(hn+1|X) the size condition the final sizes were 10x10, 15x15, 20x20, 50x50,
X 55x55, and 60x60, and in ti@LOR condition the final colors were
= Ti(hps1) 0%, 10%, 20%, 80%, 90%, and 100% brightness.
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Figure 4: Final languages (at the 20th participant in themha

Figure 3: (a) Space of stimuli seen in each of the three condi
g (@) Sp each of the two chains in each of the conditions. It is evidbat

tions of the experiment. Stimuli in theoNTROL condition varied . ;
continuously along the dimensions of size and color; in $hee the structure of the stimulus space has a considerable tropabe

condition they varied discontinuously according to sizej i the ~ Structure of the resulting language; both languages irsthe con-
COLOR condition they varied discontinuously along the color di- dition evolved words that categorized more according te,sioth

mension. These different spaces thus impose differentt alien languages in theoLOoR condition evolved words that categorized
tributionsQ(x). (b) Schematic illustration of the predictions about MOre according to color, and both languages indbaTROL con-
what the evolved language should look like in each conditiothe ~ dition were not strongly driven by either dimension.

size condition, the words should evolve to categorize the stia ) ) )

cording to size, with one wordag) applying to the smaller objects tal) in which each stimulus was shown on a computer screen

and the otherw) applying to the larger ones; in ttoLOrRcondi-  with the corresponding word printed below it. In the testing
tion the words should split the space into the dav(and light (v2) — hhages, participants were shown the stimuli and asked o typ
objects. Predictions for theoNTROL condition are more uncertain, h di d-th . feedback. Th
since there are no natural boundaries within this space. t € corresponding wor  they were nevergiven feedback. 1he
testing phases in the first two rounds contained a random half
of theseeNset and a random half of thevseeNset (18 trials
total). The final round of testing contained the entire stimu
set (i.e., all 36 stimuli).

to distinguish between darkew{) and lighter () stimuli.
Because theeONTROL condition contains stimuli that vary

continuously along both dimensions, it is more unclear wha The fi " , h chai h |
the resulting language should look like. If participantsédna e first participants in each chain were shown a language

a prior bias to favor one dimension more than another, ongonsisting of _36 consonant-vowel-cons_onant (CVC.) wor(_JIs
might expect the resulting language to have six words, onkandomly assigned to each of the possible 36 possible stim-

for each value along the most important dimension; if they dd‘”" For subsequent participants, the language consi$tbe o

not have any strong prior bias, one might expect languages tr@eaning-word pa_irs given by the previogs pgrticipant iirthe
vary idiosyncratically, o to evolve towards having one dor final round of testing. We performed no filtering at any stage.

for all stimuli. Which of these happensis somewhatirreféva Reglts

for our purposes; the main goal of running tt@NTROL con- ) . L .
" X ) .. _The final languages in the two chains in each condition are
dition was to provide a comparison for the other conditions,

o : , shown in Figure 4. It is evident that there was a substantial

and to make apparent any prior biases that might exist. " ;

0 . i hether the struct f1h Itef‘fect of condition on the structure of the resulting langes
: Iur main ques :grg)wz_sﬁw € ¢ -ertm? s rucdure Ot the reSUlt6th chains in thesize condition evolved words whose pri-
Idnlg zsngt\:zget W(t)ud thie bl errinnilnn MZE?]ninCOLfO;Ocon;ti i mary categorization divided the stimuli by size, and both

ot S WWe hesffh s d};' u g two ¢ ta;] ZOI lfa g'chains in thecoLOR condition evolved words which catego-
pantsin each of the conditions using a methodology based o . according to color (although this effect was stroriger
Kirby et al. (2008). For each participant, stimuli were pdeu

domlv divided into tw ts of | size: i q Chain A than Chain B).
randomly divided into two Sets of equal size: tEEN an The difference between conditions can be quantified using

UNSEEN set.s‘.‘ Each. pgrnmpant acquired the Ianguagg N Ahe adjusted Rand IndeadjR) of Hubert and Arabie (1985).
single session consisting of three rounds, each contaming This measure captures the similarity between clusteriags;

training and a testing phgse, with an opt|9nal break in beI’:\deoflindicates that the clusters are identical, while O is the
tween rounds. In the training phases, participants weneisho

N domized 10 tsEEN Set (36 trials in t score one would expect when comparing two random cluster-
Wo randomized exposures 1o set (36 trials in to- ings; scores below 0 indicate that the clusters match less th
4stimuli were randomly assigned except for the constralms t one would expect by chance. Here, each of the resulting lan-

there had to be at least 4 stimuli from each quadrant and Listim ~9U@ges corresponds to one “clustering” of the stimuli; for i
from each row and column in tr&eEENSset. stance, the language in Chain A of theLoR condition cor-
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Figure 5: All participants in all of the chains in the iterdiearning experiment. Languages in different conditiorshesd in different ways,
reflecting the different structure of the meaning spacesacconditions. Different shades indicate different words.

A

responds to a clustering in which the 18 darkest stimulirare i Discussion

one cluster and the 18 lightest stimuli are in another. We cagyyr work indicates that if there is reopriori assumption that
compare each of the actual clusterings to the canonicat colg |earner’s hypotheses about languages are independaet of t
and size clusterings in Figure 3(b). The results are shown igyor|d they inhabit, then the languages evolved by Bayesian
Table 1. Itis evident that the languages in ¢®.Or condi-  |earners through iterated learning will converge to a itigtr

tion have a much higherdjRwhen compared to the canonical tjon that depends on the posterior probability over langsag
color clustering, and languages in theze condition have a a5 well as the structure of the meaning space. Here we con-
much highedjRwhen compared to the canonical size clus-gider some of the implications and limitations of our finding
tering. These results are somewhat preliminary since they ouyr results differ significantly from previous results by
incorporate only two chains per condition; nevertheldssyt  Gyiffiths and Kalish (2005, 2007) that suggest that the sta-
are consistent, and this number of chains is not unusual fa§onary distribution of a chain of Bayesian iterated leasne

iterated learning studies. depends only on their prior. This divergence arises because
canonical size] canonical color GK assume that learners’ distribution over languages is in-
CONTROL -%-%914 %%67198 dependent of the structure of the wofldyhereas we make
SIZE : . . . o _
COLOR 0.065 0.696 no such assumption. Which assumption is correct is an open

question, although we suggest that in at least some circum-
Table 1: AverageadjR values for the final languages in each con- stances — especially in the case of semantic categories— our
dition (rows), compared to the canonical clusterings aiogrto g njausible. Language learners only start acquiring wafes

size and color (columns). The languages in¢leayTROL condition . - .
match with both of the canonical sortings no more than theyldvo ter having observed many objects and events in the world, and

by chance, but the languages in the other conditions mattttheir it S€ems reasonable for them to expect word meanings to map

canonical clusterings far above chance. onto these objects and events in a sensible way. The map-
Our mathematical derivation implies that an iterated learn Ping between grammar and world structure is less obvious,

ing chain will converge to istribution over languages, not Put 0ne might expect that learners’ grammatical expectatio

a single language. We therefore examine the languages &f€ affected by their observations of the world (e.g., expec

each step in the chain, shown in Figure 5. They support thid salient or frequent characteristics, like number ordgen

theoretical result: after an initial period in which the noen 50ne might be tempted to just redefine the pigh) in GK’s
of words decreases dramatically, which is typical for iteda  results to include the collection of items in the world. Howe

learning experiments, the chains in different conditiotas s unless all leamners have observed the exact same set of ifeefrs
formalism cannot not in fact be interpreted this way, sitnegrtproof

bilize on languages that carve up the meaning space in Waygsumes that all learners share the same prior. Nor is thisstent
appropriate to the structure of that space in that condition  with how the GK results are usually discussed in the litegatu
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to be marked grammatically). questions in addition to these, but our results indicaté tha
It is important to clarify one subtle point that may be con- the world may matter more than we previously thought. Per-

fusing. The original Griffiths and Kalish (2007) did idewtif haps language has the structure it does not just because of ou

a dependence on the quantity of data transmitted each gehbrains, but because of the world as well.

eration. However, this is a venifferentdependence than
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