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Abstract

Children learn causal relationships quickly, and make far-
reaching causal inferences on the basis of what they see. In
order to be such efficient learners, they must bring abstract
knowledge to bear on their problems. This paper addresses
children’s ability to acquire that knowledge. We present evi-
dence that children can learn about the abstract properties of
causal relationships using only a handful of events, and — con-
sistent with a hierarchical Bayesian model of casual inference
— children can be more sensitive to evidence than adults.

Introduction

Recent work suggests that children are skilled at inferring
specific causal relationships from patterns of data (Gopnik
et al., 2004; Sobel, Tenenbaum, & Gopnik, 2004). For ex-
ample, they can infer which blocks will activate a machine
based on the contingencies between the blocks and the ma-
chine’s activation. But an additional question is whether chil-
dren can infer more abstract causal principles from patterns in
data, and use those principles to shape their subsequent pre-
dictions. For example, can a child infer that a particular type
of machine activates reliably, or requires only a single cause
to activate? Will those abstract discoveries bias the child’s
interpretations of new data?

Developmental data suggest that children do have broad in-
ductive biases. For example, in language learning the shape
bias and the mutual exclusivity principle influence more spe-
cific inferences about word meaning (Smith, Jones, Landau,
Gershkoff-Stowe, & Samuelson, 2002; Markman & Wachtel,
1988). However there is debate about whether these biases
are the result of innate constraints or are themselves the prod-
uct of learning (Elman et al., 1996; Leslie, 1994). Recent
formal work on hierarchical Bayesian models suggests that,
at least in principle, the shape bias may itself be learned as a
result of normative inferences from patterns of data (Kemp,
Perfors, & Tenenbaum, 2007). Similar high-level biases ap-
ply to causal learning, and we know that children can learn
about causal types (Schulz, Goodman, Tenenbaum, & Jenk-
ins, 2008), and the plausibility of cross-domain relationships
(Schulz, Bonawitz, & Griffiths, 2007). In this paper, we ex-
plore whether children can learn abstract principles about the
forms of causal relationships themselves.

The hierarchical Bayesian approach suggests that the na-
ture of inductive biases may change as evidence accumu-
lates. Absent evidence, a learner without strong built-in bi-
ases should assign similar probabilities to a wide range of
hypotheses. As data accumulate, the abstract hypotheses con-
sistent with those data become more probable, and the learner

discounts any hypotheses that fit the current data but are less
compatible with past experience. If this is correct, then we
might expect to see different patterns of inductive bias in
adults and children. In particular, children might rely less
on past experience and more on present evidence than adults.
This is a possibility that has not previously been explored
in the causal learning literature, and one that we examine
through head-to-head (or prior-to-prior) comparison of chil-
dren and adults in a causal learning task that requires making
an abstract generalization about the nature of causal relation-
ships.

We test the high-level generalizations made by children
and adults by contrasting two abstract “overhypotheses”
(Goodman, 1955; Kemp et al., 2007) about how a causal sys-
tem works. One is a noisy-OR model, in which each object
has a certain independent probability of bringing about an ef-
fect. This model is pervasive in the literature on adult causal
inference (e.g., Cheng, 1997; Griffiths & Tenenbaum, 2005).
The other is an AND model in which individual causes are
unable to produce an effect, but multiple causes in conjunc-
tion can produce an effect. We provided children and adults
with evidence for either an AND or OR relationship and then
examined how this evidence biased their judgment of a novel,
ambiguous pattern of evidence. Would seeing several in-
stances of a machine activated by a conjunction of causes
lead them to assume that this would be the case for a new set
of blocks? By comparing how children and adults respond
to data that support these different overhypotheses, we can
examine first whether children are capable of forming appro-
priate abstract generalizations, and second whether they are
more willing to make these generalizations than adults.

The plan of the paper is as follows. First, we consider
how an ideal Bayesian learner can gather evidence for over-
hypotheses relevant to causal induction. We then discuss the
specific overhypotheses about the functional form of causal
relationships that we contrast in this paper, together with a
method that can be used to diagnose whether learners infer
these overhypotheses from data. We go on to use this method
to compare the abstract generalizations of children and adults
in a causal learning task, finding support for the hypothesis
that children are more willing to adopt a novel overhypoth-
esis than adults. We close by discussing the implications of
these results.

Causal overhypotheses

Children can identify causes using only a handful of observa-
tions (Gopnik et al., 2004), but the extent to which they learn

2852



about the abstract properties of causal relationships remains
largely unexplored. From a Bayesian standpoint, learning
about causal structure requires having a priori beliefs — or pri-
ors — about what items are plausible causes, and expectations
about how a given causal structure leads to different observ-
able events. These expectations can be expressed formally
using a likelihood function, which specifies the probability of
observing a particular set of events based on the underlying
causal structure.

Most work on probabilistic models of causal learning has
assumed a specific kind of likelihood function. This likeli-
hood function is based on causes and effects interacting in a
“noisy-OR” manner, each having an independent opportunity
to produce the effect (Cheng, 1997; Griffiths & Tenenbaum,
2005; Glymour, 1998). More precisely, a noisy-OR relation-
ship implies that the probability that an effect £ occurs given
the presence of a set of causes Cy,...,Cy is

N
P(E|Cy,....Cy) = 1= J(1 —w)) €))

i=1

where w; is the probability that C; generates the effect in the
absence of other causes.

Despite the popularity of the noisy-OR in models of causal
learning, other kinds of causal relationships are clearly pos-
sible. For instance, a noisy-OR model cannot describe an
AND relationship, where an effect only occurs when multi-
ple causes are present. This might be the case in an electri-
cal circuit where multiple switches are wired in series, and
a light only turns on when all of the switches are flipped.
It is important, then, for models of causal inference to ac-
commodate flexible beliefs about the forms relationships can
take. Formalizing inferences about the form of a relation-
ship is straightforward, using an expanded likelihood func-
tion, P(E|Cy,...,Cn,F), where F captures information about
the form of the causal relationship. For example, F' could in-
dicate that the relationship has a noisy-OR form, but another
value of F might indicate that a causal relationship has an
AND form.

Learning the form of a causal relationship and generaliz-
ing that discovery when reasoning about other causal rela-
tionships requires inference at multiple levels of abstraction.
This kind of inference, in which lessons from one context can
be carried forward for future learning, is easily captured by
using a hierarchical Bayesian model (Tenenbaum, Griffiths,
& Kemp, 2006; Kemp et al., 2007). A learner’s abstract be-
liefs, or overhypotheses, determine the probabilities of more-
concrete hypotheses, each encoding specific causal structures
and the form a relationship takes. These hypotheses, in turn,
determine the likelihood of different patterns of events.

Formally, we can imagine an inference involving variables
at three levels: the observed data D, hypotheses about the
causal structure underlying those data H, and overhypotheses
(or a “theory”, as in Griffiths & Tenenbaum, 2009) T repre-
senting generalizations relevant to evaluating those hypothe-
ses (see Figure 1). Bayes’ rule then specifies how the events
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Figure 1: The structure of a hierarchical Bayesian model.

a learner sees (D) should change the learner’s beliefs, both
about the casual system at hand (H), and about the higher-
level properties of that kind of system (7). Formally, we have

p(D|T)p(T)
p(D)

where p(T) is the prior probability of the overhypothesis T,
p(T|D) is the posterior probability, and p(D) is obtained by
summing the numerator over all overhypotheses 7. The prob-
ability of the data given an overhypothesis is obtained by
summing over all hypotheses consistent with that overhypoth-
esis,

p(T|D) = 2)

p(DIT) = [ p(DIE)p(HIT)aH, G

and can be interpreted as an average of the probability of the
observed data under those hypotheses weighted by the extent
to which each hypothesis is consistent with the overhypothe-
sis.

Intuitively, this hierarchical Bayesian approach provides a
way to explain how learners can form and use abstract gen-
eralizations about causal systems. For example, if a child
sees events that are likely under an AND relationship, such
as a machine activating only when pairs of causal objects are
placed on it, then the probability of an overhypothesis predict-
ing future AND relationships increases. This is because the
best hypotheses for explaining the observed events are those
that are most likely under this overhypothesis, so Equation 3
yields a high value. Incorporating this value into Equation 2,
the posterior probability for that overhypothesis will increase.

As the evidence supporting a particular overhypothesis in-
creases, it will be easier to learn about the structure and form
of causal systems that are consistent with that overhypothe-
sis. This comes with a cost: if a causal system has strange or
rare abstract properties, such as an unlikely functional form,
much more evidence will be necessary to learn about it. The
implication is that adults, who have seen a great deal of ev-
idence, should find it very easy to learn about the structure
and form of causal relationships that have typical properties.
Conversely, children, with their limited experience, should be
more sensitive to evidence when learning about relationships
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that have unusual properties. In the following section, we dis-
cuss an experimental design for testing this idea.

The functional form of causal relationships

If children update their abstract beliefs about causal systems
in a manner consistent with Bayesian inference, then the
events they see should influence their judgments about dif-
ferent sets of events and prospective causes. To test this hy-
pothesis, we used an experiment with two phases, each with a
distinct set of objects. In the first phase, children saw a set of
events designed to be likely under one of two abstract over-
hypotheses about the forms of causal relationships. In the
second phase, they saw events where different beliefs about
the form of the causal relationship should lead them to make
different judgments about which objects are causes.

The specific evidence we provided to participants was
very similar to that given to adults in Lucas and Griffiths
(2009), where the task was to identify the blickets within a
set of objects, knowing only that blickets have “blicketosity”.
Prospective blickets could be placed on a “blicketosity me-
ter”, causing it to either activate by lighting up and playing
music or do nothing. People might entertain a variety of ex-
pectations about the relationship between the blickets and the
machine, determining how they interpret different events. For
example, if they think that two blickets are necessary to ac-
tivate the machine, seeing a single object fail to activate it
provides no information. At the same time, their expectations
about the form of the relationship between blickets and the
blicketosity meters can be shaped by the events they observe.
For instance, seeing two objects fail to activate the machine
separately but succeed together suggests that two blickets are
necessary for activation.

We used events from two conditions from Experiment 2 of
Lucas and Griffiths (2009). Since this experiment is closely
related to the approach we take here, we will recapitulate the
method and results. In the AND' condition of the experiment,
participants saw a training block of events where objects la-
beled A, B, and C were placed sequentially on the machine,
which failed to activate in all cases. Next, all pairs of objects
were placed on the machine sequentially, with only A and B
together causing activation. See Figure 2 for a summary of
the events in the training and test blocks. Participants were
then asked to rate the probability that A, B, and C were blick-
ets on a 0-10 scale, with 0 indicating the object was definitely
not a blicket, a 10 indicating it definitely was, and 5 indicating
it was as likely to be a blicket at not.

After making these judgments, participants saw three new
objects, D, E, and F, which they had never seen before, and
a series of test events intended to be ambiguous, leading to
different judgments about which of D, E, and F were blick-
ets, depending on participants’ expectations about the form

1 ucas and Griffiths labeled their conditions conjunctive and dis-
Jjunctive rather than AND and OR, to highlight a hypothesis space
that included a wide range of functional forms, including AND and
OR as special cases. We use AND and OR here for the sake of sim-
plicity.

of the relationship. If people expect that a single blicket suf-
fices to activate the machine, they should believe then F is
likely to be a blicket, while D and E are not. If, in contrast,
people exploit the information provided by the training block
so they conclude that two blickets are necessary to activate
the machine, then they should think that objects D and F are
blickets, and be uncertain about object E.

In the OR condition, participants saw a different set of
events in the training block, which were chosen to indicate
that an OR relationship applied (see Figure 2). Then they saw
the same test events that the participants in the AND condition
saw. Based on the training evidence, participants in this con-
dition were predicted to say that only object F was a blicket.

As predicted, people in the AND condition assigned signif-
icantly higher probabilities to object D being a blicket, giving
a mean score of 3.08 (SD=3.32), versus 0.23 (SD=0.99) in
the OR condition. The mean rating was less than 5 in the
AND condition, consistent with the idea that adults believe
that disjunctive relationships are more probable, and could
interpret the AND condition events in several ways, includ-
ing as evidence for a noisy relationship in which the machine
happened to fail to activate when a single, normally sufficient
blicket was placed on it.

In summary, Lucas and Griffiths (2009) showed that peo-
ple’s inferences about causal structure are driven by their be-
liefs about the probable forms of causal relationships, which
are in turn influenced by events they have seen in the past.
The specific pattern of judgments is consistent with the pre-
dictions of a hierarchical Bayesian model given priors re-
flecting a strong bias in favor of disjunctive (OR) and deter-
ministic relationships. Such priors are also consistent with
adults’ performance in other experiments (Lu, Yuille, Lilje-
holm, Cheng, & Holyoak, 2006). This prior could be chiefly
due to adults’ experiences revealing that OR relationships are
more common, or an innate bias. By comparing the judg-
ments of 4-year-old children to those of adults, we aim to
answer that question and better understand the origins of the
abstract knowledge that drives efficient causal inference.

Causal overhypotheses in children and adults

We used the experimental design from Lucas and Griffiths
(2009) to explore two questions about the use of causal over-
hypotheses by children and adults. The first question was
whether children, like adults, can use events to update their
knowledge about the likely forms of causal relationships, and
apply that knowledge to learn the causal structure behind
new and ambiguous sets of events. The second question was
whether children are more or less sensitive to evidence sup-
porting such high-level generalizations, as opposed to their
prior beliefs.

If children are more likely than adults to call objects D and
E blickets in the AND condition, we can conclude that much
of the bias we see in adults is due to learning during and after
childhood, including, for instance, experience with machines
to which OR relationships apply. If children’s judgments are
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Figure 2: Evidence presented to participants in the two training phases, as well as the subsequent test phase which all partici-

pants saw. Events are given as a set of prospective causes and the presence or absence of an effect. The bright-paneled machines
represent events in which the effect occurs and the dark-paneled machines represent events in which the effect does not occur.

indistinguishable from adults’, we have evidence that learn-
ing about the forms of causal relationships occurs early, or
plays a minor role in driving our expectations. Finally, if there
is no effect of training evidence on test-block judgments, we
should question the applicability of the model used by Lucas
and Griffiths (2009) to causal inference in children.

We can generate more detailed predictions by speculating
about the priors that children bring to the problem of identi-
fying blickets. It seems unlikely that children are constrained
to a small set of discrete overhypotheses — it is more natural
to suppose that they consider a space of possibilities that in-
cludes both OR and AND relationships as special cases. Fol-
lowing Lucas and Griffiths (2009), we use a sigmoid family of
likelihood functions, where the probability of the machine’s
activation given that n blickets are present is

1
~ 1+exp{—g(n—b)}’

P(effeCt|Nblickets = n) “)

The overhypotheses determine the probability of different
values of the gain g and the bias . The gain specifies how
many blickets are necessary to activate the machine, and the
bias reflects how noisy the relationship is. Lucas and Grif-
fiths found that exponential priors predicting a high mean
gain (3.34) and a low mean bias (0.23) — or reliable OR rela-
tionship — lead to model predictions that closely match adults’
judgments. If children are happier believing that a relation-
ship could be conjunctive or noisy, the priors that best capture
their inferences should lead to a priori gains and biases closer
to 1. This space of likelihood functions is intended to cover a
range of relationships that are appropriate to the cover story
and participants’ prior knowledge, and we do not claim it in-
cludes all relationships that people could conceivably learn,
such as those in which blickets prevent the machine from ac-
tivating.

Participants

Children Thirty-two children were recruited from
university-affiliated preschools, divided evenly between
the AND and OR conditions. Children in the AND and
OR conditions had mean ages of 4.46 (SD=0.27) and 4.61

(SD=0.31) years, respectively.

Adults UC Berkeley undergraduates received course credit
for participating during lectures of an introductory psychol-
ogy course. There were 88 participants in the AND condition
and 55 in the OR condition. Five participants in the AND
condition were excluded for declining to answer one or more
questions.

Methods

Children Each child sat at a table facing the experimenter,
who brought out three objects, each painted a different color,
as well as a green box with a translucent panel on top, de-
scribing the box as “my blicketness machine”.

At the beginning of the experiment, children were
prompted to help the experimenter name the objects using
their colors, e.g., “red”. They were then told that the goal of
the game was to figure out which of the objects were blickets,
that blickets have blicketness inside them, and blickets can-
not be distinguished from non-blickets by their appearance.
No other information was provided about the relationship be-
tween blickets and the activation of the machine.

The children then observed a set of training events in which
the experimenter placed objects alone or in pairs on the ma-
chine, which activated in some cases by lighting up and play-
ing music. These events corresponded to either the OR con-
dition or AND condition training given in Figure 2. After
the children saw these events, they were asked whether each
object was a blicket or not. Next, the experimenter brought
out three objects that the children had not seen before. After
the children named the new objects, the experimenter demon-
strated the test events listed in Figure 2 and asked whether

2855



Children, AND

Proportion blickets

Adults, AND

0.8

0.6

04

Proportion blickets

0.2

Children, OR

Adults, OR

Figure 3: Proportions of objects that were judged to be blickets for children (top row) and adults (bottom row) for the AND (left
column) and OR (right column) conditions. Error bars represent standard error of the mean.

each of these new objects was a blicket or not. In a depar-
ture from Lucas and Griffiths’s design, the experiment was
repeated a second time for each child, using the same pat-
terns of evidence, but with a distinct set of objects that varied
by shape and had a uniform gray color. The identities of the
individual objects were counterbalanced, as was whether the
children saw the different-shaped or different-colored objects
first.

Adults The adults were tested in groups, and saw demon-
strations that were almost identical to what the children saw in
the corresponding conditions. Unlike the children, the adults
were not asked to name the objects, and they recorded their
judgments on sheets of paper rather than responding verbally.

Results

Children The critical prediction was that children would be
more likely to judge object D to be a blicket in the AND con-
dition than in the OR condition, indicating that they were (1)
learning about the form of the relationship between blickets
and the machine’s activation, and (2) transferring that abstract
knowledge to make better inferences about novel objects and
otherwise ambiguous events.

Children were more likely to judge object D to be a blicket
in the AND condition than in the OR condition (p < 0.005,
two-tailed permutation test). There was also a change in the
predicted direction for object E, albeit non-significant.

Adults Adults were also more likely to judge object D to
be a blicket in the AND condition than in the OR condition

(p < 0.005, two-tailed permutation test), consistent with the
results in Lucas and Griffiths (2009). See Figure 3, bottom
row, for a summary of their judgments for the test objects.

Differences In the AND condition, the adults judged object
D to be a blicket less frequently than children (p < 0.005,
Fisher’s exact test). See Figure 3 for a summary of ratings in
the three conditions. Children’s ratings were also higher for
object E (p < 0.001, two-sided permutation test), which is
consistent with their being quicker to learn that an AND rela-
tionship applies: under an AND relationship, the event where
E fails to activate the machine is uninformative, so judgments
of E being a blicket should reflect the base rate of blickets
occurring. The high frequency of other objects being blickets
under an AND relationship (4 of 5), plus a belief that blickets
are not rare, should lead a learner to expect that a novel object
is somewhat likely to be a blicket.

Model fits We converted children’s judgments about blick-
ets to probabilities in order to examine them using the
previously-mentioned hierarchical Bayesian model and sig-
moid space of hypotheses. We treated is-a-blicket judgments
as assertions that objects were definitely blickets, and not-a-
blicket judgments as assertions that objects were definitely
not blickets. Lucas and Griffiths (2009) found that priors fa-
voring disjunctive, deterministic relationships — predicting a
mean gain of 3.34 and a mean bias of 0.23 — fit adults’ judg-
ments closely, with a mean squared error of 0.29 per judg-
ment on a zero to ten scale. We found that similar priors best
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captured adults’ judgments in our experiment, giving a mean
squared error of 0.80 with a mean gain of 5.30 and bias of
0.11.

These same priors were wildly inconsistent with children’s
inferences, giving a mean squared error of 6.12. In contrast,
priors giving a mean a priori gain and bias of 1 — favoring
neither AND nor OR relationships — were much more accu-
rate, with a mean squared error of 0.58. The priors that best
fit the children’s judgments gave a mean gain and bias of 1.45
and 0.85, respectively, with mean squared error of 0.15.

Discussion

Our experiment was designed to explore two questions:
whether children could make high-level generalizations about
the form of causal relationships, and whether they were more
willing to do so than adults. Our results show that children
are capable of making such inferences, and that their judg-
ments were more strongly influenced by the available evi-
dence than adults, whose inferences reflected a bias toward
OR relationships. Our results thus support the view that when
learning about cause and effect, children are flexible learners
whose inexperience may sometimes let them learn better from
sparse evidence, especially in novel situations. These results
are also consistent with treating the acquisition and applica-
tion of causal knowledge as a matter of hierarchical Bayesian
inference, where a learner has beliefs expressed at multiple
levels of abstraction, with abstract theories driving specific
hypotheses which, in turn, enable prediction and categoriza-
tion.

Before closing, we will address two alternative explana-
tions for our results. The first is that children are more likely
than adults to judge any object to be a blicket. This is less
consistent with the data than our interpretation, given that
adults were more likely than children to call object F a blicket
in the OR condition, and nearly as likely in the AND condition
(75 percent of the objects versus 81 percent). A second alter-
native is that the children were confused by the training data
in the AND condition, and responded to the novel objects by
guessing randomly. This explanation can be ruled out by not-
ing that children judged objects D and F' to be blickets more
often than chance would predict (#(15) = 3.529, p < 0.005).

The results of our experiment have implications for under-
standing causal learning, and for understanding cognitive de-
velopment more generally. In terms of causal learning, these
results suggest that the fundamental biases that lie beneath
causal inference are more subtle and abstract than a priori
preferences for specific kinds of causal relationships. We be-
lieve that trying to understand these biases is fertile ground
for future research. For cognitive development, the idea that
children are more flexible in their commitments about the
way that causal systems tend to work seems like not just a
necessary consequence of a hierarchical Bayesian approach,
but an important insight for understanding how it is that chil-
dren see the world differently from adults. The plasticity of
beliefs that this implies helps to explain the bold exploration

and breathtaking innovation that characterizes children’s in-
teractions with the world.
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