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Abstract

Numerous studies have shown that the gist in pbatistic
pictures of scenes is extracted after very shagsemtation
times. So far, the investigation of gist extractioas been
limited to pictures of scenes. The present studsstigated
whether the gist in pictures of causal systems,chvhare
typically used as instructional material, is extealcas fast as
the gist in pictures of scenes, and whether maae fbst the
gist is rapidly extracted from a causal system .(i.e
information concerning its details and functioning)
Schematic and photorealistic pictures of scenes cbal
systems were presented to subjedts X 24) at different
presentation times. Results showed that the gistamsal
systems is extracted as fast as in scenes, andahaitial
understanding of the functioning of schematic chegstems
is also rapidly acquired. Results are discussethenlight of
their implications for learning from text and pits.
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Learning from Text and Pictures

In multimedia research it is a well known findinbat
learning from text and pictures leads to bettegntn and
recall than learning from text alone (Levie & Leni®f82).

furthermore revealed that during learning from textd
pictures of pulley systems, subjects first proceéssext
information, and then switched to the picture imlesrto
integrate the information from both sources.

Unlike Hegarty and Just (1993), various studiesastb
that when subjects were confronted with informatfmm
text and pictures, they often initially looked &aetpicture
for a short time before they started to read the. t€his
pattern of processing has been shown for adveréatsm
(Rayner et al., 2001), comics (Carroll, Young, &€®#in,
1991), real-world scenes (Underwood, Jebbett, & erish
2004), and biology schoolbooks (Mak, 2008). Inwadgtby
Stone and Glock (1981), in which subjects had aorldnow
to build a cardboard loading cart from text andesghtic
pictures, subjects first looked at the picturef000 to 2000
ms, before they started to read the técording to the
authors, subjects initially looked at the pictunearder to
get a first impression (i.e., gist) of what the ematl was
about. However, it is yet unclear what role lookbrgefly at
a picture prior to reading a text may play for ustiending
the presented content. At least this phenomenonnioas
been directly addressed in research on learningp frext
and pictures. However, there has been ample rdsearc

Moreover, when students have to learn about caus#élasic cognitive psychology about the extraction of

systems, they are better able to apply their kndgdeto
produce creative solutions to problem-solving doest
after learning from text and pictures than aftaerméng from
text alone (Mayer, 1989). Accordingly, learningrfrdoth

information from briefly looking at pictures of sues.

Extraction of Information from Scenes
In an early study of Biederman and colleagues (1,974

text and pictures leads to higher comprehensiom thasubjects had to select one out of two labels, whity

learning from text alone. Despite the fact that theaeficial
effects of pictures for learning are well estal#@ighin the
research literature, far less is known concerniog the
pictorial information is processed during learning.

judged to better describe a picture of a jumbledceberent

scene. In coherent scenes, when the two labels simikar
(e.g., “shopping plaza” vs. “busy road and storeatruracy
of selecting the right label was at 100% for thgamty of

An exception is an early study by Hegarty and Juskpiects after 300 ms of presentation. When thelalvels

(1993), in which comprehension was assessed vistiqne
about the kinematics of different pulley systemgid8nts
were better able to infer motion in the pulley systwhen

were dissimilar, a ceiling effect in accuracy ofeséing the

right label occurred after only 100 ms. The authors

concluded that information about the gist of a scén

previously learning from text and pictures than whe giready extracted after a single fixation, whichaleled

learning from text alone or picture alone. Eye kiag data

subjects to perform the task correctly. This idiive with
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the findings from Henderson and Hollingworth (1998ho
state that the average fixation duration duringiecgewing
is about 330 ms.

Similarly, Loftus, Nelson, and Kallman (1983) cootkd
a study in which subjects were asked to decide hvenehe

Information extraction in pictures of causal systewas
investigated, since they are often used as ingbnedt
material in studies on learning from text and pietu(e.g.,
Hegarty & Just, 1993; Mayer, 1989). It was expedteat
once the gist of a causal system has been extratbjbcts

picture of a scene had already been presented br navould use the remaining time to understand thetfoning

Subjects were told to base their decision eithegemeral
properties of the picture or on detail informatiddhen the
decision was based on general properties of theurpic

performance increased much less between 250, 5@D, acausal systems (e.g.,

of the depicted system. Hence, with longer presienta
times knowledge about the functioning of the syssiould
improve. In the aforementioned studies on learrabgut
Mayer, 1989), mostly schemati

1000 ms presentation time than when the decisios wapictures of causal systems have been used (eng, li

based on detail information. The authors conclutieat
most holistic information in scenes is extractednfrthe
first fixation (about 330 ms; Henderson & Hollingsto,
1999) and subsequent fixations have the primarpgae of
identifying relevant details.

Castelhano and Henderson (2008) also provided es&de
for a rapid extraction of holistic information fropictures
of scenes by presenting photos of scenes to sehjecta
short time (25 — 250 ms) and later asking them kdrea
specific detail had been depicted in the scene.dEtail in
question was either consistent (e.g., fire hydraat)
inconsistent (e.g., tea set) with the gist of thene (e.g.,
street scene) but was never actually present. Betw2 and
250 ms presentation time, subjects more oftennadfit that
the detail in question was present in the scenenwthe
detail was consistent than when it was inconsistéttit the
gist of the scene. The authors concluded that &lyap
acquired (42 — 250 ms) scene gist was responsiblmbre
affirmative responses to details consistent wittmscgist by
activating information about the scene’s conterd basic-
level category.

drawings). On the other hand, gist extraction frecenes
has been investigated by presenting photorealggtiures
to subjects (e.g., Castelhano & Henderson, 2008)thé
present study, it was investigated whether thesdirfgs on
gist extraction could be extended to schematicupést of
causal systems from studies on learning from texd a
pictures (e.g., Hegarty & Just, 1993). To overcothe
confound that in previous research mostly photstal
pictures of scenes and schematic pictures of caysééms
were used, schematic and photorealistic depictodrizoth,
scenes and causal systems were directly compareédcto
other in the current study. The degree of realisn i
considered to be a continuum with schematic lireevitigs
on the one end and photos of natural objects orother
end. The less similar an illustration is to its l+earld
referent with respect to shape, details, color, texture the
more schematic it is. It can be expected that inega
information will be extracted more easily from soiaic
depictions than from realistic ones, because tlier o
contain fewer elements which can be recognized more
easily due to better contrasts etc. However, effaut

To conclude, studies in basic cognitive psychologyrealism were not the focus of the study; rathes tldriable

consistently demonstrate that information about ¢fist
(e.g., general topic) in photos of scenes is etathavithin
the first fixation. Later fixations are presumabhade to
scan the scene for details.

Aims of the Current Study

was solely introduced to bridge the gap between
prototypical materials used in scene perceptioreareh
(photorealistic scenes) and research on learniogp frext
and pictures (schematic depictions of causal system
Hence, the current study addressed the questiothehe
the gist in causal systems would be extracted stsafa the

findings from basic cognitive research on gist &atiion
from scenes to learning from text and pictures éttdn
understand the role that pictures might play dutirglatter.
Unlike with scenes, there has yet not been muakareh
about the extraction of information from instructib
material. As mentioned before, in the study fromngtand
Glock (1981), looking at the picture for 1000 to0R0ms
was interpreted as the time it took subjects taaektthe
gist. This is much longer than the time it takebjacts to
extract the gist from scenes (< 250 ms). Howeviem&and
Glock interpreted the time subjects initially lookat the
picture before reading the text as the time requioeextract
its gist. Subjects could also have extracted tis¢ githin
the first fixation (about 330 ms) as in scenes lanted at
the picture up to 2000 ms only in order to scdnritdetails.
Thus, it is still unclear when information aboué thist and
details is extracted in pictures of instructionaltarial.

extracted at longer presentation times compareshtwter
ones. Finally, it was investigated whether the fioming of
causal systems would be understood and whether this
depended on presentation time.

Method

Participants and Design

Twenty-four students (15 female, 9 male, average ig=
23.83 yearsSD = 3.50) from the University of Tuebingen,
Germany, took part in the experiment for eithermamt or
course credit. The experiment followed a 2 x 2 dedign,
with Type (scene vs. causal systerRgalism (schematic vs.
realistic) andPresentation Time (150 vs. 600 vs. 2000 vs.
6000 ms) serving as within-subjects factors.
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Materials and Procedure

The materials in the experiment comprised 80 péstuof
scenes and 80 pictures of causal systems. In agtiidy,
subjects had to rate the number of objects in gécture,
and to categorize the pictures with respect ta tihegree of
realism and type (scene vs. causal system); tbd ratimber
of objects was the same for realistic and schenpidicres,
and only unambiguous illustrations were used ingtuely.
A scene depicted an everyday situation. A caussieqy
always had a certain purpose (e.g., pulling weightt)

Measures

After viewing each picture, participants had topasd to
either two or three statements about the pictupeiding
on the experimental condition. All statements wara two-
alternative-forced-choice format, where studentsl ha
choose between a “yes” and a “no” response by imgss
one of two keys on a keyboard. In half of the &jdlyes”
was the correct response, in the other half ofriaés “no”
was correct. The first statement was about the afighe
picture. For instance, students were asked to degftether

consisted of multiple components, where at leasé ona scene could be identified as “happy people” @igere
component was influenced by another — hence, rergovi 1d) or whether a causal system could be identifisd
one component would have changed the functioninthef “electric circuit” (see Figure 1b). Statements dbithie gist
system. In the experiment, for both scenes and atausalways consisted of only one to three words. Insbeond

systems, half of the pictures were schematic, therchalf
realistic. This led to four different categoriespé€tures in
the experiment (see Figure 1). Each picture appearéhe
center of the computer screen and covered nealwtiole
screen size. An experimental session consistedticil@ing
trials and 160 experimental trials.

schematic realistic

Causal
systems

Scenes

Figure 1: Categorization of pictures used in the experiment.
Pictures could either depict a scene or a caus&syand could be

either schematic or realistic.

Each experimental trial started with the preseotatf
the word “ready?”, which remained on the screeil arkey
was pressed. After pressing a key, the word “réadys
replaced by the fixation cross, which was displaf@d300
ms. Then a picture (scene vs. causal system, sticewsa
realistic) appeared for either 150, 600, 2000 cd06@ns,
respectively, and was immediately masked afterwaBdth

statement, participants had to judge whether speiftails
had been present in the scene (e.g., “presentgiageunder
the tree”; see Figure 1c) or in the causal system.,(“an
eye is depicted”; see Figure 1a) just seen. Detale not
relevant to either the meaning of the scene or the
functioning of the causal system. Moreover, detaikre
depicted in the periphery rather than in the cewfethe
picture so that they were less likely to be seethiwithe
first fixation. The third statement was presentedy after
pictures of causal systems, and was about theituniog of
the depicted system. In order to be able to anste¢éements
about the functioning correctly, inferences wergquieed
(e.g., “If the block is pulled out of the test tuleen liquids
are at the same level in both test tubes”; seer€ita). It is
important to note that statements concerning thetioning
could be answered correctly only by relating miustip
objects from the picture to each other; they coudd be
answered correctly solely based on prior knowlethgst
might have been activated once the causal systenbéen
recognized correctly. The detail and functioningtesinents
consisted of one sentence each.

As the main dependent variable, the percent comwest
computed. Each correct response (both hits andeatorr
rejections) was coded with 1, each incorrect respomith
0. Multiplied by 100, percent correct was 100% at
maximum and 50% at chance level and was computed
separately for the three types of statements @gtails, and
functioning). Mean reaction times (RT) for respante the
different statements served as a second dependeable
in the experiment. Eye tracking data were asseaseuell,

pictures and presentation times were presented in Rt will not be reported here for space reasons.

randomized order. After each picture, a statembatiathe
gist, then about details, and then about the fanttg of the
picture was presented and students were askedponé to
these statements (see Measures section for det@t®)
statement concerning the functioning was preseoidgl

after pictures of causal systems. After respondintpe last
statement (detail or functioning), the trial wasowand the
word “ready?” reappeared, which marked the begunoina
new trial. An experimental trial for a single pictulasted

about 15 seconds. The whole experimental sessiteda

approximately 45 minutes.

Results

Overall, results revealed that there was no speedracy
trade-off, since there was no significant negativerelation
between accuracy and RT € .24,p = .26). Thus, only
accuracy to statements about the gist, details, tued
functioning will be analyzed here.

Gist

T-tests revealed that both in sceng23) = 31.32p < .001)
and in causal systemi23) = 11.42p < .001), accuracy to
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gist statements was above chance level at the esort
presentation time (150 ms), which speaks in favbar
early extraction of gist from both, scenes and absigstems
(see Figure 2).

100% +
90% -

80% -

---&-- scenes - realistic

70% 4
—#— scenes - schematic

percent correct

60% - — -k — causal systems - realistic

—@ = causal systems - schematic
50% -

40%

150 600 2000 6000

presentation times

Figure 2: Accuracy to statements about the gischrematic
and realistic pictures of scenes and in schematiarealistic
pictures of causal systems.

A 2 (Type: scenes vs. causal systems) x Realism:
realistic vs. schematic) x #iesentation Time: 150 vs. 600

---¢-- scenes - realistic

100% 1 _ @  scenes - schematic

90% — —&— — causal systems - realistic
b

— @ = causal systems - schematic

80% -

70% -

percent correct

60% -

50% -

40%

150 600 2000 6000

presentation times

Figure 3: Accuracy to statements about detailhematic
and realistic pictures of scenes and in schematicealistic
pictures of causal systems.

Functioning

T-tests revealed that accuracy to statements abwait
functioning of realistic pictures of causal systemas at
chance level for 150, 600 and 2000 ms ga# .05). Only at

vs. 2000 vs. 6000 ms) repeated-measures ANOVA wadle longest presentation time of 6000 ms, accumaag

conducted to analyze accuracy for statements agistit
There was a significant main effect Bfpe, indicating that

above chance levet(g3) = 5.29,p < .001). On the other
hand, accuracy to statements about the functiorohg

statements about the gist were answered more aetra SCheématic causal systems was already above chawet |
(F(1, 23) = 96.68p < .001) in scenes than in causal systemd!(23) = 3.86,p = .001) at 600 ms presentation time (see

(see Figure 2), which is probably due to a highéficdlty
in recognizing the general topic of causal systefere
were also significant main effects 8galism (F(1, 23) =
8.41,p = .01) andPresentation Time (F(3, 69) = 17.51p <
.001) meaning that gist extraction was better aliséc than
in schematic pictures, and improved with longer
presentation times. There were no interactiong(ail.05).

Details

T-tests revealed that both in sceng23) = 5.04,p < .001)
and in causal systemf43) = 2.31,p = .03), accuracy to
statements about details was above chance le&(ams
(see Figure 3).

A 2 (Type) x 2 (Realism) x 4 (Presentation Time)
repeated-measures ANOVA
effects of Type (F(1, 23) = 25.63,p < .001) and
Presentation Time (F(3, 69) = 12.46p < .001) on accuracy
to detail statements. As expected, details weregrzed
more accurately at longer presentation times botbcenes
and in causal systems. While there was no mairctetie
Realism (F(1, 23) = 1.79p = .19) it interacted significantly
with Type (F(1, 23) = 13.08p < .001). Bonferroni tests
showed that detail extraction was better in rdalitan in
schematic pictures of scengs= .03), whereas it tended to
be worse in realistic than in schematic picturescadisal
systems§ = .065). There were no further interactions Eall
<1).

revealed significant main

Figure 4). Only at the shortest presentation tih&5® ms,
accuracy was at chance leveX.05).
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Figure 4: Accuracy to statements about the funatgnn
schematic and realistic pictures of causal systems.

A 2 (Realism) x 4 (Presentation Time) repeated-measures
ANOVA revealed a significant main effect Bfesentation
Time (F(3, 69) = 9.20p < .001) and a significant interaction
Realism* Presentation Time (F(3, 69) = 3.13,p = .03),
meaning that for realistic pictures of causal systethe
functioning was understood better at longer presimt
times, which was not the case for schematic ones.

Bonferroni comparisons confirmed that in schematic
causal systems, longer presentation times (20000 6s)
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did not lead to further improvements in understagaif the

Moreover, there might be an influence of domainesje

functioning (bothps > .05) compared to 600 ms presentationknowledge on comprehension of the functioning aiseé

time. Thus, it can be concluded that in schematiasal
systems, an initial understanding was rapidly asgli(at
600 ms), and at longer presentation times schematisal
systems might have solely been scanned for dethils.
realistic pictures of causal systems
understanding of the functioning but at the
presentation time of 6000 ms. Bonferroni tests stthat
understanding of the functioning still improved weén

2000 and 6000 mgE .02). Thus, it took subjects longer to

understand the functioning of realistic pictures cafusal

systems (6000 ms) than to understand the functoin
schematic ones (600 ms). Subjects probably stéhded to
realistic pictures of causal systems at 6000 merder to

extract their functioning. This possibly led todeattention

to details at 6000 ms, which could have resultedhia

marginally lower performance in detail extractign=.054)

for realistic compared to schematic pictures of sehu
systems after 6000 ms presentation time.

Discussion

The present study aimed at investigating the etitnacof
different information (gist, details, and the fupaing)
from briefly attending to schematic and realistictyres of
scenes and causal systems.

The results demonstrate that the gist was rapithaeted
(< 150 ms) in both scenes and causal systems,roong
prior research from gist extraction

systems. Unfortunately, in the present study noorpri
knowledge test could be administered, because Icausa
systems were from many different domains (biology,
chemistry, physics, engineering, and mechanics)thnsl a

there was n@rior knowledge test for each domain would havenbee
longestong. However, a demographic questionnaire waseptes

to participants that assessed their prior knowledg
regard to their last school grades in the respecdsishool
subjects and their general interest in the diffedimmains.
No participant had both very good school gradesahith
interest in each of the aforementioned domainssTlius
highly unlikely that a participant could answer &dl
statements about the functioning of causal systatety by
relying on high prior knowledge. To test the infige of
prior knowledge on the comprehension of causaksystin
the respective domain on a more fined-grained )duether
studies will be conducted.

Does the Gist of Causal Systems Help in Learning
from Subsequent Text?

Studies that experimentally varied the sequence of
presenting a text and a corresponding picture (&uthet
al., 1993; Ullrich & Schnotz, 2008) have shown that
processing of a picture before the correspondirgniag
text can foster learning. Kulhavy and colleagueS98)
obtained better learning outcomes when a map was

in scenes (e.g.presented before a text. According to the authtins,

Castelhano & Henderson, 2008) and expanding it tstructure of the map helped subjects in learningmfr

instructional material. Moreover, details were guaed

more accurately at longer presentation times, wligcin

line with prior research from detail extraction stenes
(Loftus et al., 1983). Comprehension of the funtig

quickly reached an asymptote in schematic picturés
causal systems (at 600 ms). In realistic picturfesamisal
systems, however, subjects needed more time torstadel

the functioning, which might have impaired detailraction

at longer presentation times because subjects nhigh¢

split their attention between details and objetist tthey
assumed to be relevant for understanding the fomicty of

the system. The analysis of the eye tracking ddtaeveal

whether these assumptions hold true.

Influences on Comprehension of the Functioning of
Causal Systems

More familiarity can possibly account for the faste
comprehension of the functioning in schematic than
realistic pictures of causal systems. Schematicsalau
systems often appear in textbooks, but studentseldom
faced with and almost never learn from photordalist
pictures of causal systems. Hence, a lack of fanitii with
realistic pictures of causal systems could explainy
understanding of schematic causal systems reached
asymptote very quickly (600 ms), whereas understgnoff
realistic pictures of causal systems was stilltetnce level
at 600 ms and at 2000 ms presentation time.

subsequent text. However, in these studies, arpicttas
presented for either three to five minutes, or ewéhout
time constraints, which presumably led to a dedaitental
model of the picture that was later integrated wita text
and thus resulted in higher learning outcomes.

Results of the present study suggest that thargitsdusal
systems is extracted after very short presentdtioes (<
150 ms). It is unlikely that the short presentat{tB0 ms)
of a picture already leads to a detailed mentalehofithe
picture. Presumably, it rather acts as a scaffBliedman,
1979). Friedman (1979) assumed that subsequent
information can then be added to that scaffoldretbe
facilitating incremental mental model constructiémom
pictures (and text, cf. Hegarty & Just, 1993). Mmer,
Castelhano and Henderson (2007) suggested that gist
extraction leads to priming of the spatial struetwf a
picture, and this spatial structure “lingers in nogynand
can facilitate later perceptual and cognitive oplers and
behavior” (p. 760). If the gist already providedaffold of
a picture that can be held in memory for some tithen
later information from the text could be added twtt
scaffold, which could result in better learning. st this
assumption, we further plan to conduct studiesyhiich the

icture of a causal system is presented for a ¢imoet (e.g.,

50 ms) before a subsequent learning text.
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Does Comprehension of the Functioning of Causal
Systems Help in Learning from Subsequent Text?

The current results suggest that 600 ms can begéntuu
gain a preliminary comprehension of the functioniofy
schematic causal systems. As mentioned before eStod
Glock (1981) showed that when subjects learned frexh
and pictures, they first attended to the pictune 000 to
2000 ms before they started to read the text. Tthis,
initial attention on the picture was probably leemgpugh not
only to extract the gist but also to gain a pretiary
comprehension of the pictures’ functioning, whichturn
could have led to better learning from subsequeerit t
However, it is not yet clear whether subjects ia study
from Stone and Glock (1981) actually gained a priglary
comprehension of the picture after initially attamg to.
Subjects could also have attended to the pictutberfirst
place because it merely was more visually appeatliag
the text. In this case, the initial attention tae thicture
possibly might not have been helpful for learnifidnus,
further studies will have to investigate whethdermding to
a causal system for the time necessary to understan
functioning (i.e., 600 ms) fosters learning fronbsequent
text when subjects are instructed to attend tosifstem to
understand its functioning versus when they are not

From Basic Cognitive Research to Educational
Settings

The study demonstrated that a well establishedcteffe
basic cognitive research (rapid gist extractiosdanes) can
be found with instructional material as well, thzye
providing further insights into the roles that pies may
play in learning from text and pictures. As sudhs tstudy
can be considered as a starting point of an irgeiglinary
approach that tries to better understand the psesethat
take place during learning from pictures and téxbuagh
systematically applying findings from basic cogreti
psychology to educational scenarios. Besides Igathna
better understanding of the learning process, éndhg run
this approach may also provide recommendations
efficient instructional designs in educational isgfs.
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