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Abstract While both infants and adults are faced with similar input
Both infants and adults are sensitive to the non-linguisic and utilize statistical learning mechanisms, the naturhef
tures of speech, and this sensitivity impacts speech scatd ¢~ Problem they each face is quite different. Both face a catego
egorization, but with somewhat different effects. Whiletbo rization problem. Infants are still struggling to decideigbh
Itrlj]]:??'[rlsgag?'cagzgsa?grgegt?;%?bcl;grli:fcl;JS(:ea. tg];opoe;]t-'mgm fo  dimensions in the high dimensional perceptual space are mos
Inguist u | 1zatl . . . . .
when the two covary, adults, on the other hand, are often able "€lévant to the categorization task. Voice onset time, rier i
to exploit non-linguistic features to improve perceptuales stance, serves largely to distinguish the words “dime” and
Q?HZ?EO?‘- We present étlhB?)é(?f?lan afllcoulnt_Ofl_bOth %ﬂun and “time” since “d” is followed by a much shorter voicing delay
Infant benhavior, arguing that diitering levels in ingucsma- “wgn
turity correspond to different models of linguistic struet. than *t". Other features such as fundamental frequency may
The infant's task is one of structure learning, adults, am th ~ serve an indexical function (aiding in distinguishing whest
l(;ti;]ercjhand, are estimating parameters for an already estab- the talker is male or female, for instance) but are much less
Ished structure. _ o _ clearly related to the linguistic content in a language kke
Keywords: Speech perception; distributional leaming; lan- gjish " |nfants are engaged in a kind of feature selection, na
guage acquisition; Bayesian models. . e . .
rowing down the infinite set of possible features to just éhos
Introduction that are most u_seful. Adults, on 'Fhe o_th_er hand, have already
o _ determined which features are linguistic and which are not.
Talkgr variability is a fundgmental challenge in speech P€rHowever, far from simply discarding the non-linguistic in-
ception. The same phonetic category as uttered by two diffeformation, adults may employ indexical features to track th

ent talkers may seem quit different. At the same time, distin talker, allowing them to adapt to the peculiarities of theiin
categories produced by two different talkers may be acoustijidual's speech patterns.

cally quite similar (Dorman, Studdert-Kennedy, & Raphael,

) . ' We present a Bayesian account for both the infant and
1977; Magnuson & Nusbaum, 2007). Unsurprisingly, thI?adult behavioral results. In the infant’s case, the probtam

variability poses a problem for infants as they acquwerthelbe framed in terms of a model selection problem, a search

language. In part|_cular, studies _h_ave shown .th?t infares arthrough some space of models that relate the latent phonetic
prone to confounding talker-specific characteristics \lib-

: : . : category to the observed features, both linguistic and non-
netic categories when the talker covaries with the categor gory g

during learning (Houston & Jusczyk, 2000; Creel, Aslin &}fnguistic. In the adult’s case, tglker_adaptation is mofe o
Tanenhaus, 2008). For instance V\;hen ta{ught té) reco:c]nizae problem 9f parameter estimation given an already_learned
two differer;t categories, one proéuced exclusively by a fe—qu?l relatl_ng ph.onetlc category, talker, and the obsdived
male speaker and the other by a male speaker, infants Wegelzjlsuc and indexical features. o S

unable later to identify those phones when spoken by the op- The models we present fall within the distributional learn-
posite sex. This suggests that learning not only involves adnd paradigm. Itis well known that speech sounds of all types
quiring information about the features of the exemplarsieft t€nd to fall according to a Gaussian distribution (Peterson
category, but, more fundamentally, about which features re& Barney, 1951; Lisker & Abramson, 1964; Espy-Wilson,
late to the categorization task at all. 1992). Furthermore, Maye, Werker, and Gerken (2002) show

Adults are not immune to talker variability either and canthat bimodal distributions tend to prompt infants to idgnti
also be misled by talker differences (Kraljic, Brennan, &tyvo soun(_js where unimodal d|st_r|but|ons lead to identifica-
Samuel, 2008; McQueen, Norris, & Cutler, 2006), but thetion of a single category, suggestlng that Igarngrs maytoely.
same studies also demonstrate that adults are able to ad&§YMe extent on an assumption of something like a Gaussian
to the differences. In fact, speaker identity may even b |str|but|on.. Thus_, !earnlng can be ch.aracterlzeq as a kind
exploited to improve recognition performance at times, aff parametric statistical search over unimodal or, in oseca
suggested by experiments with episodic memory. Goldingefaussian distributions.

(1996) showed that words spoken by one speaker can be moreWe present an array of models to account for the different
easily recognized when uttered by the same speaker even dfehaviors, arguing that not one, but several different nsode
ter significant time has elapsed. This suggests that notdanly of the dependencies between features are required. Lirguis
listeners note linguistically weighted cues but also indalx  developmentis characterized under our assumption of multi
cues that might be used for talker identification. ple models as the selection of one model over another based
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on accumulated evidence. In the early days, when infantt recognize words in a segmentation task when they were

have little evidence of which model is likely to generalize, produced by a speaker of the same sex during test time as

infants make decisions based on recent experience. Henadyring training, but were unable to generalize across sexes

covarying talker with phonetic category during training re Singh (2008) demonstrates a similar sensitivity to other co

sults in the infant’s selecting a model that does not geizeral variant non-linguistic features. Modek; captures the be-

to a more natural situation where talker and phonetic cayego havior of infants in these situations, where all features ar

do not covary. Similarly, we argue that adult talkers alsét sh treated as linguistic. Since the model assumes all featuees

between models depending on the available information. Idirectly relevant to the categorization task, it will haveea-

the adult’s case experience is not so acute an issue, but sordency to over fit when presented with data where talker and

features are not always present in the input, or are obscurgghonetic category accidentally covary (or are contriveddo

by noise, and thus they must use an alternative model thao by an experimenter). Modef,, on the other hand, treats

does not depend on those features. the indexical feature as independent, only modeling the de-
We argue for a fluid shifting between models over a sin-pendency betweerandc, and is more likely to generalize

gle monolithic model. Shifts between qualitatively diiat ~ across speakers.

models, as opposed to a gradual adjustment of a single model, Models 413 and #74 introduce the ability to adapt to in-

accounts for how distinct situations result in differenopr dividual talkers by providing separate talker-specifictritis

cesses. Yet each model operates on the same basic principlagtions for the linguistic feature. However, the individual

of distributional learning, where even the shift betweerdmo talker-specific distributions for a particular phonetitegpory

els may be accounted for within a Bayesian framework. are related to each other by a distribution for the category
common to all talkers. Thus, we introduce a hierarchical
Model Definitions Gaussian distribution over linguistic features, capiyrine

notion that, although each talker may have his own peculiar
way of producing a sound, sounds of the same category all
. . . tend to be similar across speakers. The hierarchical distri
At heart, they are all instances of a Gaussian mixture mod ution allows for speech recognition even when faced with a

which attempts .to gxplaln the linguistic featl,x.eof the! completely unfamiliar talker, since tileandy parameters de-
sound by a distribution indexed by the sound’s phonetic-cate,

fine a prior over talker specific categories, providing a mech
goryc;. The more complex modelgfqs andas,) elaborate on P b g b 9

. ! N anism of generalization from familiar talkers to novel &
the theme by introducing talker specific distributions ayer Goldi 1996) sh d that adult better able t
and introduce an additional latent variablfor each sound to oldinger ( ) showed that adults are better able to un-

represent talker identity. All the models assume exactty tw :jelrstaKndluspeteclh V;g%?; prefec;liﬁdtb);trllte szmet :alker. kS imi-
phonetic categories, and the talker specific models in tsin a :reyéififiléligse ne::'ragsies )|:o :rticu?aratrl:esgh:vsedotﬁgn?vh
sume exactly two talkers, a restriction that is easily rethx P y - np , ey

but does not interfere with our purpose: explaining the hth3 hr ese”t;"j' Wit,r,] speemtV\(/jhtere the alve?I?rlfrilcativef “s’;.asl in
man behavior in certain psycholinguistic experiments. € word 'see-was shifted to a more palatal place ofarticuia

tion resembling “sh” as in “she”, subjects were able to adapt
In the case of modelsr; anda/3 each speech sound also 9 ) P

. . o and correctly identify the shifted “s” sounds — so long as
bears an indexical featuye The two models treay_tqun.e (.j'f' they were provided with cues as to which variant of “s” was
ferently, howeverar; assumes all features are linguistic, and

. likely to occur. These situations are modeledisy and /4.
therefore represents a direct dependency betweandy;, M3 uses the additional cueto help identify the talker, and
paralleling the dependency betwegrandx;. a3, however, '

o LT . : hence, the correct distribution for the category over lisgic
distinguishes between linguistic and indexical featusss] gory 4

introduces a direct dependency between the indexicalfeat cuex. This way the indexical feature has an indirect impact
! u ! p y DEW indext Yon recognition even if there is no direct dependency between

and the talker instead of the phonetic category. This changgandy_ a1, attempts to adapt to the talker without the aid of
captures the notion that indexical features primarily se¢ov

identify the talker. and onlv secondarilv aid in recoanitio the indexical cue. The model assumes such features exist, bu
huty ' Y y 9 are not observed and therefore cannot assist in identifhimg
This feature could be anything: fundamental frequency, o

even an odd way of smacking ones lips at the end of eaci]alker. The prediction fonsy is that, like the subjects in the

. S . . study by Kraljic et al. (2008), the model will perform more
uttgrance. Since we are primarily interested in modellmy.p.h poorly and will incorrectly allow talker-specific variatido
netic category learning and not so much taI_ker rec_ogn't'oni’nﬂuence recognition of other talkers.
we treat this feature as a simple Bernoulli variable withex pr
defined parameter. That is, while the model learns the param-
eters for the distributions oves y is determined by a pre-
specified Bernoulli parameter. The models were implemented using WinBUGS

These models attempt to explain the phenomena ob(Spiegelhalter, Thomas, Best, & Lunn, 2003), which
served in certain psycholinguistic experiments. Houstwh a uses an automatic Gibbs sampling MCMC approach to
Jusczyk (2000) demonstrated that 7.5 month olds were abkestimate parameters and allows rapid prototyping anchtgsti

Figure 1 presents the four different structural relatiopsh
we consider, slight variations but with important implioats.

Inference
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c ~ Bern(0.5)

be ~ 2 (30,5-107%)
Tc ~ Gammd0.2,0.2)
X|Ca T~ N (uCaTC)

c ~ Bern(0.5)

Me ~ (30,5104
1. ~ Gammd0.2,0.2)
X|C7 KT~ N (pcaTC)

c ~ Bern(0.5)
t ~ Bern(0.5)

A~ 2((30,5-107%)
y~ Gammd0.2,0.2)
HetAcs Yo ~ A (Ac, Ye)

Tet ~ Gammd0.2,0.2)
X|C,t T~ A (Met Tet)

c ~ Bern(0.5)
t ~ Bern(0.5)

A~ 2(30,5-107%)
y~ Gammd0.2,0.2)
HetAcs Ye ~ N (Ac, Ye)

Tct ~ Gamma0.2,0.2)
X[C,t LT ~ A (Met, Tet)

y|c, Tt~ Bern(te) y|Tt~ Bern(m) y|t, Tt~ Bern(Tg) y|t, Tt~ Bern(1g)

Figure 1: Four Possible Speech Perception Modeis:treats all features as linguistigf, distinguishes the true and false
linguistic featuresaz models individual talkers and treats some features as icalexand 474 models talkers where the
indexical features are absent or obscured. The varialdededined as followsc is the speech sound categdris the talkerx

is a linguistic featurey is an indexical feature, and the other variables are digidhal parameters, defining talker and category
specific distributionsC is the set of categories, is the set of talkers, andlis the set of all speech sound tokens.

of Bayesian models. ary distribution of the sampler.

We use an explicit initialization strategy, running the
models in a generative mode with no observed variables
and drawing category parameters forat random from a Data

2((50,0.0029 for the mean and &ammd2, 2) distribution  \we ryn the model on three synthetic data sets, illustratieg t

for the precision. Using an initialization strategy suchtas  .gntrast between English word initial “t” and “d”. The pri-
could speed convergence, since it tends to start the motel Othary difference between the two is in the voice onset time

in a higher probability space. Italso has the effectof rauyic  (yoT) We generate 100 sounds. Table 1 shows the model
problems with numerical underflow error in WinBUGS. We p5rameters used to generate each of the three data sets. For
were careful to pick the parameters randomly in such a wayj,i, set one we generate sounds as though there is only one
as to avoid biasing search in favor of any particular modekpeaker. For data set two we use two talkers, covarying the
or clustering, since we are primarily interested in the node cateqory with the talker so that instances of the first phoee a
properties, not the effects of initialization on convergen  roquced by talker one and all instances of the second phone

We find that even the more complex models converge irfire produced by talker two. Finally, for data set three wit spl
well under the 30,000 iterations we use. We average over thé&@e 100 sounds evenly between the two talkers and the two
next 1000 iterations after convergence to measure theugrio categories, where talker and category are independent.

arameters and statistics we report in subsequent sections. . . .
\F;Ve take care in observing perfor?nance over tﬂese last 108%|mulat|on 1: The Developmental Situation
iterations for any trends or abrupt changes. These mixtur&o simulate a situation similar to the psycholinguistic exp
models have multiple symmetric optimal solutions, whete “t iments of Houston and Jusczyk (2000), we present the mod-
may be associated with cluster 1 and “d” with 2, or vice versaels with two different data sets: data set one, where there is
If left to run long enough, the MCMC search strategy tendsonly one talker, and data set two, where there are two talk-
to switch between these different symmetric configurationgrs, each producing just one of the two phones. In the be-
every few thousand iterations. Averaging over instances ohavioral experiment, it was observed that infants traingd w
multiple such symmetric cases results in increased error imword stimuli in a female voice were only able to reliably rec-
measurement. For instance, attempting to estimate the meagnize words at test time when they were again presented
x value for phones in a cluster that toggles between “t” andn a female voice, and could not generalize to a male voice.
“d” gets an average that is dissimilar to both configurationsThus, the infants seem to confuse some non-linguistic fea-
and not only results in a measurement that is far from theure of the sound, perhaps fundamental frequency, with the
gold standard but does not even accurately reflect the statio linguistic identity of the sounds. In this simulation, weaih

Simulations
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Table 1: Three Synthetic Data Sets Table 2: Categorization Accuracy

Talker Parameter Data Set Model Data Set
One| Two | Three One Two Three
One m 0.5 0.8 0.8 M, 077 0.89 0.52
™ 0.5 0.8 0.8 M, 0.81 0.81 0.76
My 15 15 0
2 35 - 35
1| 152|152 | 152 5 P&lc)
w| 52| -| 5°2 84 —
Two ™ - 0.2 0.2 %; — talker 1
™ - 0.2 0.2 2: --- talker 2
2 - 35 65 =% 3 % £y % £ 0
T1 - - 152
1 -| 52| 572
Talkers Covary - | Yes No

Model 1
0.p0 0.p2 0.p4 0.p6 0.p8

say that our indexical featusecorresponds to a thresholded
fundamental frequency: sounds with a high fundamental fre-
guency are more likely to be produced by the female talker,
and lower fundamental frequency sounds by the male talker.
To simulate the developmental character of an infant’s
nascent linguistic capabilities, we perform a kind of stiwe
discovery using Bayesian model selection betwegnand
Mo, where the infant is attempting to determine if the indexi-
cal featurey is relevant to the linguistic categorgf;) or not
(#12). We do this by introducing an additional latent variable
corresponding to the model and define a uniform prior overrigyre 2: The conditional distribution ovargivenc for the
the model. Then, we compute the probablllty of the mOdEhrue data set as Compared to the two modeiandg[,[z_ The
given the data, integrating out all other variables. To carap  c|ysters for the two talkers have been merged for ease of com-

the two models, we simply compare the probabilities assigneparison. We also compare model 1's clusters against the dis-
to each model given the data. Typically, in such cases if theripution overx given the talket.

ratio P(a11|D)/P(#2|D), called the Bayes factor, is greater
than one, we say that model one is preferred, and otherwise
model two is preferred. data set that has only a single talker, and very nearly ataehan
In this case, whether we use data set one or two, virtufor the data set with two different talkers that don’t covary
ally all the probability mass (approximately 100%) is place with the category. Figure 2 depicts the clusterings found by
on exactly one of the two modelsar; is overwhelmingly the two models on data set three (the data set with two talk-
preferred when using data set two, the case where talker argis that don’t covary with the phone). Whitg, seems to
phonetic category covary. On the other hand, data set ome, tiflo as well as can be hoped considering its inability to adapt
data set where both phonetic categories are produced by tite individual talkersar, very nearly fails to differentiate at
same talker, results in an overwhelming preferencefgr all between “t” and “d”. a1 attempts to cluster according to
Table 2 presents accuracy results for the two models on thié@e indexical, collapsing the two categories together émhe
two data sets. Note that in general for these sorts of cingter talker and clustering by talker instead of by category.
algorithms there is an identifiability problem. Thatis, vesme Thus, the model selection approach predicts the psycholin-
notimmediately say whether a particular category valsel ~ guistic results very well. Training on sounds in one tal&er’
corresponds to the “t” or “d” sound. However, this poses les/oice, as in the covarying data set, results in the incorrect
of a problem for this simple case with only two categories.model being learned, which then fails to generalize to the
For our purposes, it seems sufficient to assign the categoisame sound produced in the other talker’s voice.
that achieves highest accuracy. ) ) i
We observe that while the model that mistakes the index—S'mUIatIon 2: Talker Adaptation
ical for a linguistic feature/1) performs very well for the Adult talkers actually have the ability to adapt to indi-
artificially contrived covarying data, it performs worsetbe  vidual talkers, learning to exploit talker specific varets

-%0 [ ES) 40 60 80 160

Model 2
0.p0_0.p2 0.p4 0.p6 0.p8

% 60

-%0 [ 40 80 160
VOT (ms)
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(Goldinger, 1996). To simulate this ability, we compare the p(x|c)
performance of modelsrs anda4. Model a3 corresponds g
to a case where the subject has learned that the indexical fe&
turey can be used to identify the talker. On the other hand,3
M4 corresponds to the case where, although the subject i§
aware that the sounds may be produced by a different talkef;
the voice is disguised so that no cue is available for thetiden
fication of the talker. The contrast between these two models
is similar to that demonstrated by Kraljic et al. (2008), whe
subjects were presented with ambiguous sounds that, in orees
condition, were accompanied by an additional cue indigatin ok
the ambiguity was result of talker dialect, and, in a second™
condition, were presented without this cue. This dialettic
indicator, based on a phonological context, corresponds to
our indexical featurg. Thus, condition one corresponds to
M3 and condition two tav4. In the behavioral study, it was
observed that subjects were much more prone to confusin%
the two different phonetic categories when the sounds wer&s
presented without the additional cue. Thus, we expégto =3
do much better. _ - =
Table 3 contains the categorization accuracy resultsfor VOT (ms)
and4a74. Note that these models can theoretically identify the
talker as well as the phonetic category, and we report acgura Figure 3: The conditional distribution ov&rgiven ¢ for the
for both. ar3 does slightly better at clustering the phonetic true data set as compared to the two modéisandas,.
categories, which is likely due to its much better ability to
identify the talker. Note that without the indexical feaur

M4 is at chance with regard to talker identification. discernible. _ _
As in the case of the developmental simulation, we see that

o the alternate performance of two models predicts the empiri
Table 3: Categorization Accuracy for Data Set Three  cal results much better than would any one of the two.

Model Category Talker Discussion and Conclusion
23 086 0.78

Ma 0.81 0.50

— g
— Y
— talker 1
--- talker2

~

-
-

80 160

0.p0 0p2 0.p4 0.06 0.08

p6_0.p8

-%0

P2 0p4 0.6 0.8

0.p0 O

80 160

We have presented a computational model demonstrating a
distributional account of certain covariance effects ifaim
and adult speech perception observed in the psycholinguist
Figure 3 shows the clusters inferred by the two talkerliterature. In particular, we found that by modeling the de-
adapting models. The inferred Gaussian distributionstfer t velopment of infant speech perception as a type of Bayesian
two talkers are much more distinct fers than they are for model selection, we can account nicely for documented ef-
a4 and more closely resemble the true distribution. fects of covarying talker and phonetic category on infamtco
The inferred clusters, presented in Figure 3, are partigula fusions between categories (Houston & Jusczyk, 2000). We
interesting when compared against the findings of Kraljic etalso found that by modeling talker identity, the same talker
al. (2008), who observed that when the dialectical cue waspecific features that confused the infant models could be ex
absent, subjects adjusted their perceptual judgmentslifor gploited to improve performance, similar to demonstratiohs
talkers, not just the talker that produced the ambiguous vartalker adaptation in adult subjects (Kraljic et al., 200850
ant. Model 3 makes use of the additional featyfer keep-  consistent with Kraljic et al. (2008), we found that when the
ing the two talkers distinct, and therefore is less likelyetb  talker adapting models were deprived of observed indexical
experience with the ambiguous talker influence its judgmeninformation, talker specific speech habits influenced the ca
for the other talker. Similarly, model 4 captures the sinat  egory representations for all talkers not just the talkat th
where no additional cues are available. In this case, even ffroduced the offending speech sounds.
separate clusters are maintained for each talker, the tevo ar While it would be difficult to account for all the phenom-
functionally identical, falling somewhere in between th®@t ena with a single model of the statistical dependencies in
true clusters. The mean is the mean of the two talker specifithe data, multiple models predict the empirical resultgyfai
variants of the category, and, in the case of the “d” soundg¢losely. This raises the question of how human subjects move
the variance is much larger. Thus, the ambiguous talker-influbetween models, begging a model of the model selection pro-
ences recognition of the other talker when no additionascuecess itself. Developmental shifts are readily handled & th
are available, but not nearly as much when additional cuees aBayesian framework as a model selection problem, just the
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approach we took for explaining the infant behavior. ThoughGaussians could be used for multiple correlated linguiste

it is beyond the scope of this paper, a similar selectionggsc tures (Vallabha, McClelland, Pons, Werker, & Amano, 2007).
may account for a shift between the infant and adult staged hese are obvious extensions to consider for future work.
perhaps with several additional intermediate structukés.
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