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Abstract simple baseline approach assumes that every concept in ev-
Spatial terms such asn andin are found in every language, 'Y language corresponds to one of the semantic primitives,
and psychologists have suggested that the meanings of these and we compare this approach to alternatives which assume
terms may be constructed from a universal set of spatialiprim  that concepts correspond to combinations of primitives. In
tives. We develop a computational version of this idea and ex . o . . .
plore whether the primitives typically proposed are suéiti Figure 1b, for example, “on” is defined as the conjunction of
to account for the meanings of spatial terms across language support and contact. A second dimension specifies whether
We compare a model where spatial terms correspond directly primitives are differentially weighted. In Figure 1b, abm-
to primitives with models that represent spatial terms as di o . .
crete or weighted combinations of primitives. Our resultg-s binations are assumed to be conjunctions, and we compare
gest that combinations play an critical role, and we find téui this approach with an alternative that relies on weightad-co
evidence for weighted combinations. binations. The final dimension specifies whether or not nega-
Keywords: spatial cognition; cross-cultural; semantics; com-  tions of primitives are allowed—for example, whether “no
putational model. contact” is included in addition to “contact.” Our three di-
Every documented language includes some machinery fanensions produce a collection of eight possible models, and
describing spatial relationships. For example, an Englistwe explore the five most interesting cases (Table 1). Com-
speaker might say that the cup in Figure listhe table paring the performance of these models suggests that combi-
and that the spoon isnderthe cloth. Spatial terms like these nations of primitives are important, but we find only limited
are acquired relatively early by children (Antell & Caron, evidence for weighted combinations. None of the models we
1985) and are used so frequently that they may come teonsider is rich enough to capture the true complexity of spa
seem unremarkable. Researchers have found, however, tHéal cognition, but these simple models are a useful stgrtin
it is surprisingly difficult to specify the meanings of sgti point for the computational approach that we advocate.
terms (Brown, 1994), and that different cultures make use Our work is inspired in part by several recent studies of
of very different spatial concepts (Levinson & Meira, 2003; cross-cultural spatial cognition (Feist, 2000; Bowerman &
Levinson & David, 2006). This paper presents computa-Choi, 2001; Levinson & Meira, 2003; Feist, 2008; Khetarpal,
tional models that explore how spatial concepts might be conMajid, & Regier, 2009). A consistent theme in the previ-
structed from more basic components, and that help to estalous literature is that spatial concepts correspond to resjio
lish whether spatial concepts across cultures are coristtuc some kind of similarity space. To mention just two examples,
from a universal set of spatial primitives. Bowerman and Choi (2001) suggest that scenes described us-
Many previous researchers have discussed the idea thétg “on” and “in” by English speakers can be arranged along
spatial concepts might be constructed as combinations af similarity gradient, and that different languages carge u
primitive notions such as “support”, “contact” and “comtai  this similarity space in different ways. Levinson and Meira
ment”. (Piaget & Inhelder, 1956; Jackendoff, 1983; Feist,(2003) propose that spatial terms correspond to attract@s
2000) For example, Figure 1b suggests thatin English  similarity space, and use multidimensional scaling to supp
may be roughly defined as the conjunction of “support” andtheir proposal. Approaches like these have helped to iHumi
“contact”. Although this basic proposal is very familidiete  nate the basis of spatial cognition, but they rely on a notion
have been few sustained attempts to evaluate how well it caof similarity that is rarely made precise, and are unableto e
account for cross-linguistic data. Here we focus on priraiii ~ plain exactly how humans recognize similarities between sp
gathered from the existing literature and ask whether tee di tial configurations. Our work is compatible with many of the
tinctions that they capture are sufficient to account fotigha insights that have emerged from these previous approaches,
concepts across 25 different languages. Future work in thignd could be viewed as an attempt to ground the notion of
area can compare different sets of candidate primitives andimilarity in terms of concrete spatial primitives. We pef
compare how well they account for the data. however, to treat similarity as an epiphenomenon, and éxpec
Any attempt to study semantic primitives must include that similarity will play no explanatory role once the builg
some proposal about how these primitives combine to creblocks of spatial concepts are understood.
ate spatial concepts. Here we compare proposals that vary We begin by introducing the semantic primitives that we
along three dimensions. One of these dimensions specifiesill consider and the cross-linguistic data that we will at-
whether combinations of primitives are or are not allowed. Atempt to explain. We then evaluate five simple models which
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Table 1: A brief description of the five models and their ab-

S T breviations. The two columns on the right compare model

o <patial o scores on the real data to the mean scores on the random sets
representation representation

discussed in Result®; is data from the authors and Levin-
son and Meira (2003, is data collected by Feist (2000).
D Model | Abbrev. | S(D1) SD2)
Singleton| BS+ .61:.39 | .61:.50

Singleton with negations BS— .62:.41 | .66:.53

(b) support Conjunction| BC+ | .66:.46 | .70:.58
contact Conjunction with negations BC— | .79:.57 | .83:.68
cup on table hanging Weighted combination WC— | .79:.54 | .80:.65
\»zﬁ =

H ” Engish on = binary matrix where entryl;; indicates whether the spatial
lamp on ceiling relationship in scenecan be described by term
B 17 s [ | The graphical model in Figure 1a can capture at least three
ﬂ \ | | kinds of inferences. If asked to decide whether tgriap-

plies to sceng, a native speaker can use scene vestand

| Bengali theke .

spoon under cloth [ term vectort; to decide whethed;; = 1. When interpreting
a description of an unobserved sceénea native speaker can
| \ / use term vectotj along with the information thadi; = 1 to
.4 pred.ict the scene vectay. _When learning th_e meanings of
cup on table spatial terms, a learner givéh) S, andD can infer the term
lamp on ceiing - | vectors inT. We will address this third problem and the nodes

spoon under cloth

for P, S, andD are shaded in Figure 1a to indicate that these
variables are observed for all cases we consider.

We report results for two cross-linguistic data sets. The
first is based on a tripl¢P;, S, D1) that combines data re-
ported by Levinson and Meira (2003) with new data that
we have collected. Our second data set is based on a triple
(P2, S, D>) that is taken from the work of Feist (2000). The
next sections describe these triples, and we then desarike h
we used these triples to explore the meanings of spatiakterm

Figure 1: (a) A computational framework for exploring how
spatial primitives P) combine to create the meanings of
spatial termsT). Given information about which primitives
characterize a set of scen&, the framework predicts which
terms apply to which scenes. (b) An illustration of the frame
work in (a). English “on” is a combination of “support” and
“contact,” and applies to scenes (like cup on table) whetke bo
primitives are present.

Spatial primitives. The first set of primitivesHy) is shown
"H Table 2, and includes 19 primitives that capture position
alpng the vertical axis, position with respect to the obegerv
d various notions related to contact and inclusion. These
imitives were collected from several previous authors] a
the set is intended to capture most of the concepts that have
: : previously been proposed as candidate primitives. The sec-
A Computational A.p‘proach to Spatial ond set of primitivesk,) is based on a set proposed by Feist
Cognition (2000), and includes primitives like “above,” “contactfich

Our formal approach is summarized by the graphical modefsupport.” The complete set of primitives is shown at the top
in Figure 1a. Suppose thBtrepresents a set of spatial prim- left of Figure 2b.

itives and thatSis a matrix of scene vectors, where column Scenes and scene vectors. The scenes we consider are taken
s is a binary vector that indicates which primitives apply to from the Topological Relations Picture Seriaesigned by
scend. In Figure 1b, for example, the scene vector for “cup Melissa Bowerman. This picture set is composed of 71 dif-
on table” indicates that this scene is characterized by-‘supferent line drawings of a wide range of spatial scenes. Each
port” and “contact” but not “hanging.” LeT be a matrix of  scene in the picture set represents a spatial relationgiip b
term vectors, where vectoyindicates which primitives con- tween a designateyure (indicated by an arrow in the draw-
tribute to the meaning of tern In Figure 1b, the term vector ing) and agroundobject. Figure 1 shows a few examples of
for “on” indicates that the meaning of this term is based onthese drawings. Scene mat@xincludes all 71 pictures. We
the “support” and “contact” primitives. Finally, |dD be a  asked three English speakers to code these pictures uging th

make different assumptions about how spatial concepts al
constructed from semantic primitives. Each successiveainod
includes one or more previous models as a special case, a
we explore whether the additional assumptions made by ea
model help to account for the cross-linguistic data.
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19 primitives in Table 2. Each primitive was described usingsented as binary vectors which specify which primitivesapp
a short phrase, and summaries of these descriptions aresho\d) or do not apply (0) to each scene. Given a scene vector
in Table 2. MatrixS; was created by merging the three setss and a term vectotj, all of our binary models determine
of responses using a majority vote, and a subset of thisxnatriwhether spatial ternj applies to sceneas follows:
appears in Figure 2a. Scene matgxincludes information Lot sTt— |
) =14
v {O, otherwise

for 27 scenes from the picture series. Feist coded each scene
in terms of the primitives in her set, and mat8xis based on

her codes. A subset & is shown in Figure 2b. h tlis th ber of ries in t _
Scene-term mappings. Matrix D; includes results forall 71 ere_| j| Is the number o non-zero entries in term vedjor
Equation 1 states that teritapplies to sceng (i.e. dij = 1)

scenes. Levinson and Meira (2003) reported data for 4 lan=""". ; S
ly if all of the constraints specified by term vectgrare

guages, and we built on this data set by asking 0nespeakerf8p istent with th Weiahted model ft .
each of 21 additional languages to label the set of 71 sceneonsIstentwi € scene. VWEIghted models use a Soft versio

The languages included are listed in Table 2. Participantgf Equation 1: .
were asked to provide a single spatial term for each picture o — {1, if O(Sth) >p @)
ij =

1)

and were allowed to use as many different terms as they liked 0, otherwise
across the set of 71 scenes. In cases where they were not
sure, we asked them to choose the term that seemed bestwdere o(-) is a sigmoid function (e.g.o(x) = WM)
them. Feist (2000) asked speakers of 16 languages to labghich maps its argument into a probability (i.e. a number be-
the scenes representedSp and the results are collected in tween 0 and 1). The parameteiis a threshold that will be
data matrixD». learned from the data sets that we consider.

M odeling the meaning of spatial terms The models in Table 1 make contact with previous ideas

from several fields. The singleton model is based on an idea

The information in a triplP, S, D) can be used to explore the rqnsed by Piaget and Inhelder (1956) who claims that there
semantics of spatial terms. We consider a family of five modwyists a common topology in which spatial languages build

els that make differentassumptions about the spatial epmr ,, concepts such as proximity and contiguity. Jackendoff
resentation and the way in which scene representatid®)s ( (1983) further suggests that spatial semantics are cordpose
and term representanoni)( combine to generate the term— of simple primitives such as “on” and “in”, which are direct!
scene mappingfD). All of the models assume that spatial gncoded in languages. We expect, however, that the single-
term j is represented as a term vectgrbut the models vary - 1on model is unlikely to prove adequate. Levinson and others
along three dimensions which determine the nature of the eMLevinson & Meira, 2003; Levinson & David, 2006) have
tries in each vector. _ _ argued that there is great variation in spatial conceptssacr

~ One of these dimensions—binary (B) or weighted (W)— cjtyres, and the singleton model cannot account for this va
indicates whether primitives can be differentially wett  4tion without an explosion in the number of primitives.

Binary models use term vectorgwhere 0 indicates that @ pe compination models are also related to previous work.
primitive makes no contribution to the meaningtpfand 1t giscrete combination model captures the familiar pro-
indicates tha_ta primitive must be present in order fortqrm_ posal that meanings can be represented as conjunctions of
to apply. Weighted models use vectors where each entry i grimitive concepts, and psychologists have also proposed
real number between -1 and 1 inclusive. Weights near 1 indig, 5 spatial terms are represented as sets of weighted at-

cate that a primitive should be present in order for a term tQujp, \tes (Feist, 2000). The weighted model in Equation 2 is
apply, and weights near -1 indicate that a primitive sho@d b \yn, to statisticians as a logistic regression model, and i

absent. A second dimension—singleton (S) or combinationqivalent to a single-layer neural network, where the inpu

(C)—indicates whether terms correspond to single priragiv (s) is mapped to the outputi) via a layer of weightstf)

or combinations of primitives. Singleton models assumé tha_and the sigmoid function.
each term vector has exactly one non-zero entry, but combi-

nation models allow term vectors to have multiple non-zerd nferring term vectors

entries. The final dimension—positive (+) or negative (')_Our goals can now be precisely formulated. Given a triple
indicates whether spatial terms can be defined using neg;atio(P S.D) and one of the five models in Table 1, we wish to

3: prlnj{ltl\;es._ F.f{).r blnaryt;n(t)(_jte_ls \?”tjh negatlotn,dwe expand-tnfer a term matriXT and decide how welsandT account
€ ﬁe 0 .tprlrr_u I\T/eil sg Fa ! 'r.]chltj gs nig? € .t;]/ersml:.s O%tor the dateD. For both the singleton and conjunction models,
each primitive In fable 2. morweignted modeis with negation ., ;e 5 greedy algorithm to infer the term maffix For

we keep the original set of primitives and capture negation b each spatial term we begin with a term vedigthat includes

g!lowmg term vte_cttorsdto mdclude netga8t|ve v(;/e;ghtst. ;I'Teehc;e only zeros, then greedily flip elements to improve a standard
imensions just introduced generate 8 models in total, an Wprecision-recall F-score

will focus on the five models in Table 1. R
Although some of our models allow term vectoy$o con- E_ 2x yil(dij =dij =1)
tain real-valued entries, scene vectsrsare always repre- o 3il (d]j =1)+5;1(dj =1)

3

®3)
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Table 2: Lists of author-collected languages (alphabgtica Results

spatial primitives and their descriptions:”indicates negat- We applied the five models just described to the two triples

able primitives. “F” and “G” stand for figure and ground. (P,S,D) mentioned previously. In each case we computed the
o o term matrixT that best accounts for the data. Term vectors
Language) Primitive Description for some languages are shown in Figure 2, and are discussed
Arabic || above F higher than G towards the end of this section.
Bengali belqw _ Flower than G The extent to which each model captures each data set can
Cantonese) vertical equality | ¥ and G of equal height be captured using the F-score in Equation 3. Scores for the
Croatian| support F supported by G five models are shown in Table 1. To assess whether these
English || horizontal SUppOIt | Fsupported horizontally by G geores are better than chance-level performance, we com-
Finnish || front F closerto viewer than G pared them with baseline scores achieved on random data
French) back | Gclosertoviewerthan F sets. We used three randomization strategiesamdlomized
German)) viewpoint equality | Fand G equidistant from viewer 1y get s created by randomizing all entriesDnso that the
Hindi || contact Fin touch with G sparsity is preserved (i.e. the number of “1” entries remain
Indonesian) surface contact Fin surface contact with G the same but all other structure is lost. shuffled Dset is
ltalian || attachmerit Fatiachedto G created by randomly reordering the rowsdrand leaving the
Japanesg adhesiof Fstuckto G scene vectors i fixed. Finally, ashuffled Set is created by
Mandarin| hanging F hung from G permuting the rows irs and leavingD fixed. Note that both
Portuguese| piercing F pierces through G shuffled sets leave the columnsand S unchanged and
Romanian) impaled Fimpaled by G therefore preserve many characteristics of these matiizes
Russian| proximity” Fin close proximity to G cluding the extent to which scenes (i.e. columns) tend o fal
Slovakian || containmentt F contained by G into clusters. For each triple, we created 20 random sets for
Slovene| encircled Gcircles F each randomization strategy and computed the model scores.
Spanish)| circlement Feircles G We then used t-tests to evaluate the hypothesis that perfor-
' Thai mance on the real sets was significantly higher than perfor-
Vietnamese mance on the random sets. In all cases we obtained highly
significant results with truncatep < 0.001 after correction
for multiple tests (first five rows of Table 2). These results
R suggest that all of our models were able to capture the struc-
whered; is a prediction based on the term vectpanddij  ture in the observed data better than chance.
indicates whether term actually applies to scerie The F- Although all models appear to capture some structure in

score will be high if most of thelj = 1 entries predicted by  the data, it is natural to ask which model performs best. The
tj are correct (high precision), and if these predicted liesitr scores for the individual models do not address this questio
include most of the actual 1-entries for tejrnthigh recall).  directly—for example, since the singleton model is a sgecia

For the weighted combination model, instead of inferringcase of the conjunction model, the conjunction model will
binary vectors we must learn a vector of weights for eachlways achieve a higher score regardless of whether it is ac-
term. Choosing the weights to maximize the F-Score is postually the better approach. We therefore compared pairs of
sible in principle (Jansche, 2005), but instead we fit a stantodels by exploring whether whether the difference between
dard L1 regression model which is equivalent to a Bayesiaﬁheir scores was significantly above chance level. For each
logistic regression (Genkin, Lewis, & Madigan, 2004) with pair, we compared the difference in prediction scores on the
a Laplacian prior on the weights. For each spatial term, thigeal data set against the differences achieved on the tanee r
approach searches for a weight vedjesuch that Equation 2 dom sets. The results appear in the final five rows of Table 2.
accurately predicts which scenes can be described by terfROWs 6 and 7 suggest that the conjunction models perform
j. The Laplacian prior captures the idea that term vector®etter overall than the singleton models. Rows 8 and 9 sug-
t; should be as simple as possible, and encourages small €St that allowing negated primitives leads to a significant
tries int; to end up as zero weights. In addition to this prior, Provementin performance. Finally, row 10 suggests that the
we use the number of non-zero entries inferred by the conweighted combination model does not perform better than the
junction model as an upper bound on the number of non-zergohjunction model with negations. Note, however, that we
weights for the weighted model. Allowing many of the en- also evaluated an alternative weighted model where the spar
tries to be non-zero gives the weighted model more flexibil-Sity of the weight vectors was not constrained by the conjunc
ity, but enforcing a sparsity constraint enables a direato tive solution, and where all of the entries in each vectoraver
parison between the conjunction and weighted combinatio@!lowed to be nonzero. This model performed significantly
models. After learning the weights in all of term vectors better than the conjunction with negation model on three of

we finish by choosing threshofalin Equation 2 to maximize the six randomized tests across the two data sets, suggest-
the F-score (Equation 3). ing that weighted combinations may capture some aspects
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- o Conclusion
Table 3: Significance of model performances and pairwise

comparisons from t-tests. The model scores on the real dat® Presented computational models that explore whether
sets are compared to those on the random setsghdom- spatial concepts can be constructed by combining a set of uni

ized D, 2 —shuffled D 3 —shuffled $ D1 is data from the au- versallprimitive.s. Our results suggest that a large proport
thors and Levinson and Meira (2008), is collected by Feist ©f thé informationin two cross-linguistic data sets canég-c
(2000). For each pairwise comparison, the model on the lefiired by models that begin with the primitives typically-dis
scores higher than the model on the right (e.g.4BGutper- cu_ssed in the I|teraFure :?md comblne_ them using simple oper-
forms BSt). **' indicates statistical significance pt< 0.05. ations such as conjunctions and weighted sums. Our general

D; D, framework (Figure 1a) can be used to address many questions
123123 in spatial cognition and we mention just two directions for f
BSt | * * * | * * * ture work. First, we fit our models to the cross-linguisti¢ala
BS_ | * * * | * * % by learning definitions for each spatial term, and futurekvor
BCL | * * * [* * * can use our approach to explore how humans learn spatial

concepts. Second, all our analyses used primitives that wer
specifieda priori, but it is conceptually straightforward to de-
velop models that learn the primitives that best accounafor

BC_ * k* 0k * Kk %
WC_ * k* % * * %

* * *x *
:gj ngg—t N s given data set. Uncovering the nature of spatial primitives
BS vsBST [+ — presents many challenges, but computational approaches ca

BC_VvsBCt | * * * | * * * help address some of these challenges.
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ntal support

F15:vertical equality

FS5:surface contact
F16:ho

Fl:containment
F2:encircled
F3:circlement
F4:contact
F6:support
F7:attachment
F8:adhesion
F9:hanging
F10:piercing
F1l:impaled
F12:proximity
F13:above
Fl14:below
F17:front
F18:behind

(@),
lamp over table: S1
cloud over mountain: S2
cup on table: S3
stamp on letter: S4
coat on hook: S5

in
outside
above
around
under
next to
behind

-

picture on wall: S6
handle on cupboard: S7
balloon on stick: S8
dog in basket: S9|
apple in bowl: S10|

[ | I I F19:viewpoint equality
S

-

. Term representation (WC-)
Scene representation

outside -
above [ -. | | |

around
under
next to [ ]
behind
English true scene-term mapping  Prediction (BS+ and BC+) Prediction (BS- and BC-) Prediction (WC-)
VIl
shang mian
i mian
xia mian
pang bian
gian mian
hou mian
wai mian
zhou wei
Mandarin term representation (BS+ and BC+) Term representation (WC-)
X daaoswoersad Xi caosweroad Xii cosweroad Xiii coosweroad
nnunnonnnnonn nnnnnnonnonn 0w nnnnnonnonn 0w nnnnnonnonn
shang mian
li mian
Xia mian
pang bian
gian mian .
hou mian
zhou wei
Mandarin true scene—term mapping Prediction (BS+ and BC+) Prediction (BS- and BC-) Prediction (WC-)
s T =
o . 52 fs5 g
E g 0oy =
25 _8c= g
_£25_¢s ges8
S555852° SEES2
§559502

(b)i

lamp over table: S:
cloudr oV ounn: 51 I dapseer poSdNnTaene dapseer poSdNnTaene ot eer poSdNnTaene
cup on table: S3} Y it vid YO vid i A M M T T T T T [y vidvid o il i T M U T T T T T [ vy i vidvid v i M U T T T T T T
stamp on letter: S4 uber uber uber
coat o ok: S5 auf auf S| auf
icture on wall: S6 an an S| an
hand| e"on cupbo!arg Sg in in S| in
oon on stick: R . . .
a%% ) n basket. SOl M .l German term representation (Feist) Term representation (BS and BC)  Term representation (WC)

Scene representation (Feist)

German true scene-term mapping  Prediction (Feist) Prediction (BS and BC) Prediction (WC)

Figure 2: Term vectors and scene-term mappings for (a) Emglhd Mandarin in the data set collected by the authors gnd (b
German in the data set collected by Feist. (a)(i) Ten scem@sdcaccording to the nineteen primitives in Table 2. (ifetred
term vectors for four models: BS+ (indicated by +), BS- (-;-B(white cells) and BC- (white and black cells). Model BS-
chooses a negated primitive only oned¢veis defined as “not F12"). (iii) Inferred term vectors for mod®¥C-. (iv) True
scene-term mappings (V) - (vii) Predicted scene mapping&fmodels. The predictions of models BC+ and BC- (blaclsgel
are a subset of the predictions of the singleton modelsKldad gray cells). (viii)-(xiii) Results for Mandarin. (b)eRults for
German. Feist provided the encoding in (i) and the term vedto(ii). (iii)-(iv) Term vectors for the singleton modelg”),

the conjunction model (white cells) and the weighted coratiam model. (v)-(viii) Actual and predicted scene-termppiags.
Since the primitives in (b)(i) already include negationgdals BS and BC do not allow additional negations.
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