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We report an experiment investigating graph comprehension.
Verbal protocol data were collected while participants at-
tempted to understand six bar or line graphs representing re-
lationships between three variables. Analysis of the verbal
protocols revealed significant differences in the level of com-
prehension between the two graph types. Specifically, a sig-
nificant proportion of line graph users was either unable to in-
terpret the graphs, or misinterpreted information presented in
them. These errors did not occur in the bar graph condition.
The difference is explained in terms of the high salience of the
lines in line graphs which hinders the correct or full interpre-
tation of the relationships depicted. The results of the exper-
iment provide a strong rationale for the use of bar graphs to
display such three-variable data sets, particularly for a general
audience.

Keywords: graph comprehension, diagrammatic reasoning,
information graphics.

Introduction
Bar and line graphs are the most commonly used graphical
formats for presenting quantitative data, not only for experi-
enced practitioners in science, engineering, and business but
also for more a general audience in education and the me-
dia (Kosslyn, 2006; Zacks, Levy, Tversky, & Schiano, 1998).
Within the space of graphical representations bar and line
graphs are very close. Because both utilise the Cartesian co-
ordinate system, knowledge of the representational properties
of this system, as a minimum, allows users to understand how
the two diagrams ‘work’ and possibly to extract some basic
information from them.

Beyond this underlying similarity in representational
framework however, the key difference in how data are repre-
sented in the two graphs can have profound effects on how the
data are understood and interpreted. Line graphs are typically
regarded as a form of configural or object display because a
single line integrates the individual plotted points into a single
object. Features of this object—its slope for example—can
indicate relevant information about the entire data set (Car-
swell & Wickens, 1990, 1996). In contrast, bar graphs are an
example of a separable display as each variable is represented
by a single bar.

For these reasons, people typically encode bars in terms of
their height, interpret them as representing the separate values
of nominal scale data and are better at comparing and evalu-
ating specific quantities using them (Culbertson & Powers,
1959; Zacks & Tversky, 1999). In contrast, people typically
encode lines in terms of their slope (e.g., Simcox, 1983, re-

ported by Pinker, 1990), interpret them as representing con-
tinuous changes on an ordinal or interval scale (Kosslyn,
2006; Zacks & Tversky, 1999) and are better at identifying
trends using line graphs (Schutz, 1961).

Not only are people’s conception and interpretation of bar
and line graphs different, their actual perception of values de-
picted in the two graphs can also vary significantly. In a re-
cent study, Peebles (2008) asked people to compare values
plotted in bar and line graphs with an average (represented as
a line drawn from the y axis parallel to the x axis). Despite the
fact that the values being compared were plotted at exactly the
same locations in the graphs, bar graph users significantly un-
derestimated the size of the plotted value relative to the mean
compared to line graph users. This effect was shown to result
from a process in which bar graph users’ visual attention was
drawn via a figure-ground process to the length of the bars as
they extend from the x axis (cf. Pinker, 1990; Simcox, 1983)
rather than to the distance between the top of the bar and the
mean line, thereby accentuating the perceived difference be-
tween them.

Because of their different representational properties,
guidelines recommend bar and line graphs be used for dif-
ferent communicative goals. One such guideline is to use line
graphs to display the interactive effects of two independent
variables (IVs), each with two levels, on a dependent vari-
able (DV; e.g., Kosslyn, 2006, p. 49). This situation is widely
encountered in many scientific and engineering contexts and
the use of such interaction graphs is taught in a wide range
of undergraduate curricula, including psychology.

The rationale for using line graphs in such cases is that the
different patterns formed by the lines can be rapidly identi-
fied by experienced users as indicating particular quantitative
relationships between the variables. So, for example, users
familiar with the format should be able to recognise an X pat-
tern as indicating a crossover interaction and know that two
parallel lines indicate no interaction. By contrast, these pat-
terns are not as salient in bar graphs but must be constructed
by the user by mentally connecting the tops of the bars.

Although no doubt useful in such situations, the salience of
plotted lines can significantly affect people’s interpretation of
the data being presented. For example, Carpenter and Shah
(1998) showed that for line graphs, the same data presented
from alternative perspectives can lead to different interpreta-
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Table 1: Dependent and independent variables used to construct the six graphs in the experiment.

Graph Dependent Independent Variable 1 Independent Variable 2 Scale Scale
No. Variable Name Levels Name Levels Range Increment
1 Response Time Task AA, AB Stimulus Type Words, Pictures 50–500 50
2 Fractures Temperature Cold, Hot Stress Low, High 2–20 2
3 Rainfall Cloud Cover High, Low Cloud Seeding No, Yes 1–10 1
4 Wellbeing Gender Male, Female Exercise High, Low 15–150 15
5 Percent Error Experience Low, High Time of Day Day, Night 10–100 10
6 Weight Gain Protein Source Beef, Cereal Protein Type High, Low 10–100 10

tions depending on which variable was plotted on the x axis
and which in the legend (or z variable—we will use the two
terms interchangeably).

They found that people’s understanding of the quantitative
relationship between the variables plotted on the x and y axes
was much more comprehensive than that of the relationship
between the variables plotted in the legend and on the y axis.
They argued that this is because readily-interpretable features
of the lines (e.g., slope and height) make the x–y relation-
ship more salient and the quantitative relationship between
these variables rapidly and easily available. Their partici-
pants tended to uses the markers of the continuous z variable
as nominal labels but to describe the characteristics of the x
variable in much greater detail. By contrast, in order to un-
derstand the characteristics of the z–y relationship in similar
detail, people are required to note the values of the z vari-
able markers identified in the legend and infer the effect the z
variable is having on the dependent variable.

Given the representational differences between line and bar
graphs outlined above, there arises an interesting question
whether this effect would be found in bar graphs. Unlike
the lines in line graphs, bars are anchored to the x axis and
draw the user’s attention (Peebles, 2008). This may have the
effect of reducing the initial focus on the z variable and al-
low the user to generate a more balanced interpretation of the
data. One of the aims of the current experiment was to test
this hypothesis.

Experiment
Method
Participants Twenty-nine students and members of staff
from the University of Huddersfield volunteered to take part
in the experiment; 14 men and 15 women. The age of par-
ticipants ranged from 23.1 to 62.2 years with a mean of 42.8
years (SD = 12.7). The majority (48.3%) were academic staff
from various schools in the university with smaller propor-
tions of non-academic staff (20.7%), postgraduate (20.7%)
and undergraduate (10.3%) students.

Design The experiment was an independent groups design
with two between-subject variables: type of diagram used
(bar or line graph) and the allocation of independent variables
to the x axis and legend. Participants were allocated to graph

conditions so as to equalise as much as possible the number
of undergraduate and postgraduate students and academic and
non-academic staff between graph conditions. 18 participants
saw the line graphs and 11 participants saw the bar graphs.

Materials The experiment was carried out using a PC com-
puter connected to a Tobii 1750 remote desktop eye tracker
with a 17 inch display. The twenty-four graphs for the ex-
periment were created using the variables shown in Table 1.
The data for each graph were selected to create the range of
interactions and other relationships between three variables
commonly encountered in line graphs (e.g., parallel, crossed
and converging lines, one horizontal line and one sloped line,
two lines sloping at different angles, etc.). Figure 1 shows
four graphs of the type used in the experiment.

Six ‘normal’ bar and line graphs were created with IV1
on the x axis and IV2 in the legend and a further six ‘re-
versed’ graphs were then created by switching the IVs on the
x axis and the legend, thus producing 12 line graphs and 12
bar graphs. Variable names in the graphs were concatenated
(e.g., “Weight Gain” was written as “WeightGain”) in order
to facilitate the eye movement fixation analysis.

Procedure In both the line and bar graph conditions, half of
the participants saw the normal graphs and half the reversed
graphs. They were instructed that they would be presented
with six three-variable graphs and that their task for each one
was to try to understand the information it was conveying as
fully as possible while thinking aloud.

Participants studied each graph for as long as they were
satisfied that they had understood it mas much as they could,
at which point they ended the trial and started the next one
until all six had been completed. If a participant went silent
during the course of a trial they were prompted by the experi-
menter to continue thinking aloud. All graphs were presented
in random order.

Results

Participants’ eye movements were recorded as part of a
broader research aim to investigate the cognitive processes
involved in the comprehension of bar and line graphs. For
reasons of space however, the eye movement data are not re-
ported here.

Participants’ verbal protocols were transcribed and anal-
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(a) “Normal” line graph 1
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(b) “Normal” bar graph 1
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(c) “Reversed” line graph 1
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(d) “Reversed” bar graph 1

Figure 1: Example bar and line graphs used in the experiment.

ysed according to the three-level model of graph comprehen-
sion ability identified by Friel, Curcio, and Bright (2001).
According to this model, people at an elementary level fo-
cus primarily on reading off values but do not elaborate on
what similarities or differences in values mean. At an inter-
mediate level people interpret the data presented in the graph
and, to some extent at least, integrate the information. At an
advanced level people make inferences beyond what is ex-
plicitly stated in the graph by hypothesising based on trends
depicted therein.

To ascertain participants’ level of comprehension ability,
their statements were categorised according to the above cri-
teria and a classification allocated based on the proportion of
statements in each category across the six trials. The number
of participants in each comprehension category for the two
graph conditions is shown in Table 2. The data show that
a large proportion in each condition were at an intermediate
level, being able to read individual points and integrate the
information into coherent statements. There was also a small
number of advanced users who were able to extrapolate from
the data and read beyond it to a certain extent.

The most surprising aspect of the analysis however, was the
large number of line graph users (39%) who failed to under-
stand them at even an elementary level and so were unable to
interpret them in any meaningful way. These pre-elementary
participants were unable to read values of individual points
accurately (e.g., in Figure 1a were unable to say something
like “when the stimulus type is words and the task is AA, then
response time is a hundred”) and made a number of common
errors.

Participants were categorised as pre-elementary if after the
first two trials they were still unable to point read and were
still making mistakes. Participants’ transcripts were coded
by the second author and a sample (approximately 45% from
each graph type) was independently coded by the first author.
The level of agreement reached between the two codings was
94% of trials and 100% of pre-elementary categorisations.

According to these criteria no bar graph participants were

classified as being pre-elementary. A Fisher’s exact test on
graph type found a significant difference between number of
participants coded as pre-elementary in the bar and line graph
condition (p < .05). The types of errors produced by the pre-
elementary line graph users are outlined below.

Table 2: Number of participants in the four comprehension
ability levels in each graph condition.

Comprehension Graph Condition
Level Line Bar

Pre-elementary 7 0
Elementary 0 1
Intermediate 9 9

Advanced 2 1

Ignoring the x variable In line with the results of Car-
penter and Shah (1998), a common practice of the line
graph users was to focus on the legend variable. Many pre-
elementary users however, simply described the effect of this
variable and ignored the x axis variable altogether. This can
be more or less damaging to overall interpretation depending
on the nature of the data being depicted. For example, it may
be only a partial understanding of the relationships depicted,
for example if a participant looking at Figure 1a said “Re-
sponse time is longer for words than pictures” since the graph
shows that this is the case for only one level of the x variable.
These were classified as incorrect interpretation (z).

Focussing entirely on the z variable may not always result
in an incorrect interpretation because the nature of the data
depicted sometimes makes the resulting statement a correct
description of a relationship. Such statements were classed
as limited interpretation (z) because they did not take into ac-
count the effects of both IVs—specifically the x axis variable.
According to these criteria, pre-elementary line graph users
made six incorrect interpretation (z) statements and seven
limited interpretation (z) statements whereas bar graph users
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made only three limited interpretation (z) statements.

Ignoring the z variable The inverse of the situation de-
scribed above is where the participant describes the effect of
the x axis variable but ignores the legend variable, which was
classified as an incorrect interpretation (x). Pre-elementary
line graph users made five limited interpretation (x) state-
ments, whereas bar graph users made none.

Ignoring a level of the x variable Sometimes pre-
elementary line graph users would take the x variable into
account but ignore one of its levels when describing its effect.
Typically this occurred when the user identified a level of the
legend variable (e.g., “when stress is high”), then described a
property of the plotted line but relates this to only one level
of the x variable (e.g., “fractures increase when temperature
is hot”). This type of statement occurs seven times in the line
graph condition but not once in the bar graph condition.

Table 3: Type and frequency of errors for the bar and line
graphs in the experiment.

Frequency
Error type Line Bar
Ignoring the x variable 16 3
Ignoring the z variable 5 0
Ignoring a level of the x variable 7 0
Pattern description and missed trials 9 1
Miscellaneous 5 0

General levels of comprehension In general, line graph
users had a greater level of difficulty in interpreting the data
appropriately or fully, as evidenced by the number of miscel-
laneous errors, simple pattern descriptions and missed trials.

A statement was categorised as a miscellaneous error if
participants were relating all three variables together but their
interpretation was incorrect, or if they included information
in their interpretation that was not depicted on the graph.
Miscellaneous errors were less systematic than the other re-
sponse patterns and each instance typically occurred only
once. However this class of error occurred five times in the
line graph condition but not at all in the bar graphs.

An example of a miscellaneous error for reversed line
graph 2 in Figure 2a is “when it’s cold there are fractures.
When there’s low stress it’s leaning towards hot. Fewer frac-
tures when hot”. Although all three variables are incorpo-
rated into the interpretation, it is incorrect because the graph
is showing that when it is cold, whether stress is low or high,
fractures are the same. However, when it is hot, fractures are
lower at cold temperature and higher at hot temperature.

Often pre-elementary participants would simply describe
the pattern at the centre of the graph and make no attempt to
relate the pattern back to the variables, or name the variables
but not relate them to the pattern. For example, one partici-
pant’s sole comment for normal line graph 4 (Figure 2b) was

“Two level lines—one is at thirty and the other is at ninety”.
A missed trial was recorded when participants missed a

whole trial without saying anything, their verbalisations were
incoherent, or not related to the information the graph was
displaying (e.g., if a participant said “this is hard”, “I’ve no
idea what this means”, etc.).

Statement patterns In general, the results of this experi-
ment are consistent with those of Carpenter and Shah (1998)
in that they confirm that line graph users focus initially on
the legend variable as this is where the plotted lines may be
individuated into nominal categories. In bar graphs however,
because the bars are anchored to the x axis, the visual features
vying for the user’s attention are more ‘balanced’ in terms of
which IV the user may look to first. Although colour may still
attract them to the legend variable, the location of the bars
may draw them to the x variable. Therefore we should expect
the line graph situation to at least be reduced or possibly even
reversed.

To determine whether this was the case we used a modified
version of the coding scheme devised by Shah and Carpenter
(1995) to code participants’ statements according to whether
they described the x–y or z–y relationship. If people men-
tioned the influence of one level of the z variable on the x–y
relations the statement was classified as metric-x. A typical
metric-x statement for the graph shown in Figure 1a would be
“when the stimulus type is words, response time is faster for
task AA than for task AB”.

Conversely, if the influence of one level of the x variable
on the z–y relations was mentioned, the statement was classi-
fied as metric-z. An example metric-z statement for the graph
shown in Figure 1a would be “when the task is AA, response
time is faster for words than for pictures”.

As with the previous analysis, all of the participant’s tran-
scripts were initially coded by the second author and a sample
(approximately 14%) was independently coded by the first
author. The level of agreement reached between the two cod-
ings was 95%. Figure 3 shows the number of metric-x and
metric-z statements for the two graph conditions.

The figure reveals a significant difference in the number of
metric-x and metric-z statements made by bar and line graph
users (χ2 = 57, df = 1, p < .001). For the line graphs, this
pattern of performance is consistent with the results of Car-
penter and Shah (1998). However, the pattern is reversed for
the bar graphs and indicates that these users tended to focus
on the x variable, identify a level of that, and then compare
the two levels of the z variable associated with it. For ex-
ample people should typically interpret Figure 3 by saying
something like “for the bar graphs, people make many more
metric-z statements than metric-x statements whereas the sit-
uation is reversed for line graphs, where people make many
more metric-x statements than metric-z statements”.

Discussion
The use of line graphs to present the interactive effect of
two two-level variables on a dependent variable is common
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Figure 2: Two line graphs used in the experiment.

practice and is recommended by authorities in the field (e.g.,
Kosslyn, 2006). The benefits of doing so are clear: once the
patterns representing the various relationships are known, in-
terpretation of at least the general characteristics of the data
becomes easier and more rapid.

However, there are specific issues in using this representa-
tion that graph producers should be mindful of if they wish
to minimise misinterpretation. Apart from the possibility of
users overly focussing on the x–y relationship noted earlier
(Shah & Carpenter, 1995), others have found that users have a
strong tendency to interpret lines as representing trends rather
than identifying the line ends and interpreting them discretely
(Zacks & Tversky, 1999). This can happen to such an extent
that users can sometimes describe discrete categories contin-
uously (e.g., “The more male a person is, the taller s/he is”,
(Zacks & Tversky, 1999)), leading some to advocate the use
of bar graphs to present this form of data (Aron, Aron, &
Coups, 2006).

The research reported here suggests that the high salience
of lines in line graphs can not only distort interpretation, but
may actually be making line graphs harder for non-expert
users to interpret to a basic level of understanding. Pre-
elementary line graph users were unable to integrate the in-
formation, primarily because they ignored the x variable en-
tirely, or if they did incorporate it, ignored one of its values.
This pattern of errors indicates that the salience of the lines
is such that it draws the user’s attention to them and then—
through a process of colour matching—to the legend variable,
which they then try to interpret. Because they are focussing
on the lines however, they are less able to identify the points
at the ends of the lines and interpret them as discrete values
associated with levels of the x variable.

In the bar graph however, each level of the z variable is de-
picted by a bar projecting from the x axis. This allows partic-
ipants to match bar colour to the appropriate z variable level
in the legend and, because the bars are located directly above
the value labels on the x axis, more easily find the associated
x variable level. The results of this experiment reveal that this

balances out attention to the two IVs and promotes a richer
understanding of the relationship between them.

The study also shows however, that although attention is
more evenly divided in bar graphs on the whole, they do have
the opposite effect of line graphs by making z–y relations
more salient.

This reversal effect can be explained by Gestalt principles
of perceptual organisation. In the case of bar graphs, the leg-
end variable values are grouped together as bars on the x axis
and, by the Gestalt principle of proximity (Wertheimer, 1938)
the cluster of bars forms a visual chunk. This leads partici-
pants to use the x variable values as labels and describe the
relationship between the z and y variables.

In the case of line graphs however, data points are con-
nected by the x–y lines which, by the Gestalt principle of
connectedness (Palmer & Rock, 1994), form individual vi-
sual chunks. This leads participants to use the z variable val-
ues as labels and describe the relationship between the x and
y variables.

This finding suggests that people presenting data in graph
form should consider plotting the variables differently in the
two graphs, even for the same communicative goal. For three-
variable line graphs, the variable that the graph producer
wishes to emphasize is often plotted on the x axis, consistent
with the graph’s emphasis on x–y trends. These results sug-
gest however, that for three-variable bar graphs, the variable
to be emphasised should be allocated to the legend to make
z–y relations more salient.

Retrieving and reasoning about information in graphs and
diagrams is a complex skill requiring the interaction of three
key factors: the cognitive abilities of the user, the graphical
properties of the external representation, and the specific re-
quirements of the task (Peebles & Cheng, 2003). This com-
plex interaction makes the task of balancing the costs and
benefits of using a particular representation all the more dif-
ficult. In weighing up the evidence Kosslyn (2006, p. 50)
suggests that, on balance, the risk and costs of misinterpret-
ing line graphs are outweighed by the benefits provided by
the familiar line patterns.

This judgement rests on the assumption that the target user
knows how to interpret the patterns, and if this is indeed the
case, then the user should no doubt be able to interpret the
information rapidly and effectively. If the interpretive skills
of the target audience are unknown or are known to be limited
however, it may be more beneficial to them to present the data
in bar graph form. In our study users with limited knowledge
of the specific interpretive schemas and procedures associated
with a representation were more readily confused by the line
graphs whereas bar graph users were able to benefit from the
more balanced representational features of the bar graphs.

Therefore, even though it may require more time and cog-
nitive effort to interpret interactions between variables pre-
sented in bar graph form, this is a minor cost to that associated
with misinterpreting or being unable to interpret information
presented in a line graph.
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Although interpreting three-variable data is not trivial, to
find such a large proportion of pre-elementary line graph
users was surprising, and we were obliged to recruit ad-
ditional participants in order to obtain examples of expert
line graph users. Furthermore, the pre-elementary partici-
pants were not all undergraduate students (with presumably
less prior exposure to such graphs) but academic and non-
academic staff, some with doctoral-level education.

We are currently conducting further studies to determine
the robustness of these findings and to investigate how the
interpretation of line graphs by non-expert users may be im-
proved by modifying their design. It seems clear from the
current study however, that graph producers must take the
abilities of the user more fully into account when consider-
ing a format, be mindful that what may be appropriate for
experts may actually hinder the interpretation of less experi-
enced users, and consider adopting a more appropriate repre-
sentation in such cases.
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