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Abstract the light of Baddeley’s model, in particular sonteqessing

The reported study examined whether the degregatiad d|?t|nct|ons CTMII‘ postulates based on the_”mod:ﬂiftj,eﬁt.
information conveyed through a text influences the (cf. Rummer et al., 2008). However, we will not eapthat

effectiveness of multimedia presentations. It wasumed argument here but point to another theoretical lerabof
that the processing of spatial text contents migterfere in Mayer’s equation between processing channels amkiirngp
the visuo-spatial sketchpad with the execution g® e  memory structures. Our criticism is based on tha fhat
movements, associated with looking at pictures radling. since Baddeley's first comprehensive descriptiofishis

Accordingly, performance impairments were expeatdtn working memory model, there have been numerous new
presenting spatial (rather than visual) text cotstafong with

pictures and, furthermore, when presenting spatiadt f|nd|_ngs that have not yet been incorporated intdMC. In
contents in written instead of spoken form. Fifigestudents particular, the structure of the VSSP has beenhéurt

were randomly assigned to four groups, resultingfa 2x 2 specified. According to our view, these specificati may
design, with text contents (visual vs. spatial) atekt play an important role for the analyses of multiaed
modality (spoken vs. written) as independent véemb learning. Thus, the aim of this paper is to hawdoaer look
Consistent with our assumptions, learners with igpagxt at the information processing in the VSSP and its

contents showed worse recall than those with vitaat
contents. However, there were no differences betwaéten
and spoken spatial text contents. Implications l&arning

implications for learning with multimedia.

with multimedia are discussed. Information processing in the VSSP
Keywords: multimedia; visuo-spatial sketchpad; modality One of the first researchgrs, who examlngd.thet.ltumng
effect; spatial text contents; visual text contents of the VSSP, was Logie (1_995)- He d'St'ngu'She_d two
components of the VSSP: a visual component anchtiasp
Introduction component. Whereas the visual component is assumed

. deal with information like an object’'s color or foy the
Ibn the last éwotdgcadesi, asybsta;ntlal amﬁgntsggmlﬁats_ spatial component is assumed to handle informalilen
€en conducted on learning from multimedia, tha ISspatial sequences or spatial configurations. TéEasation

lei"l'r?g frotm tle?t and plclt(u][es.l . ith timedi of a visual and a spatial component of the VSSP beesn
eoretical framework 1or learming with muitimacis empirically confirmed (e.g., Darling, della Sala, l&gie,

provided by the Cognitive Theory of Multimedia Legrg 2007; delia Sala et al., 1999)
(CTtML; _Mayer, 2003)' ;N?'Ch aﬁsum?s that thg_tcog:tl Whereas the research done by Logie and colleagues
system is composed of wo channels, an auditoryaler focused on pictorial stimuli, other researchers ehav

channel and a visual-pictorial channel. The diffitiegion of addressed the question whether the VSSP may also be

these two channels is partly derived from the wugki . : . .
. _involved in the processing of text. This researafggests
memory model of Baddeley (1992). When comparinGy, ¢ under very specific conditions verbal inforroatwill

CTML to this working memory model, the auditory-bat not only be processed in the PL, but also in theSR'S
Chanf‘e' cor_resp_onds to the phonological loop (w_lh)gre_as namely, if it contains information ,about visual spatial
the visual-pictorial channel gorresponds to thejmspatla_l aspects. Thus, for example, De Beni et al. (2006sd
sketchpad (.VSSP)' Ac_cordlng to CTML, text s malnlythat text with spatial contents interfered with patal
prr?cessed In the aud|tory-verbald channhel (|._e., llmﬁ) secondary task, whereas text with more abstractents
Wh ereals _plctl;]rei/sasrg %ocEsse In g e visual-paktor (i.e., text without spatial information) did notténfere with
channel i.e., the ). We have argued receimiysome a spatial secondary task. This specific interfeeelnetween

aspects  of Mayer's comparison between proc.ess'ngpatial text contents and spatial secondary tatikates that
channels and working memory structures are prokltienma
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both are processed in the same component of workingne is related to the presentation of written iadteof
memory, namely, the spatial component. With regarthe  spoken text.

processing of text with visual contents, less eiogir
evidence is available, but one study by Deyzac,id,cand
Denis (2006) confirms the assumption that visualt te
contents are processed in the visual componeheof/ SSP.
Thus, if text contains information about spatial vasual
configurations it is not only processed in the Rit &lso in
the spatial or visual component of the VSSP, wieiti
contains more abstract information it is not preeesin the
VSSP but in the PL alone.

Another line of research on the spatial componérihe
VSSP has also shown that this structure is not onl
responsible for the processing of spatial infororatiut also
for the control of eye movements. Accordingly, sale
studies demonstrated interferences between theigxeof
eye movements and the processing of spatial infaoma
(e.g., Postle et al., 2006).

To sum up, it can be assumed that the VSSP can be
separated into a visual and a spatial componergidBg
pictorial information also verbal information cane b
processed here, namely, if it contains informatafout
visual or spatial aspects. Additionally, the spatia

component does not only process spatial informatiart  First |mplication: Interference between processing of
also controls a person's eye movements. Figureadwsh gpatial text contents and looking at pictures.When
which components of the VSSP are needed to refresegresenting pictures together with spatial text eots, one
combinations of pictures and different types of ttex would expect interferences in the spatial compomérthe
contents. Based on this analysis of the VSSP, we cayssp, because the processing of spatial picturentmand

Spoken Text Written Text

visual spatial

pictures pictures

pictures

visual spatial

pictures pictures

pictures

A. abstract

pictures pictures

text text

B. visual
text contents [text contents | text contents

pictures

pictures

pictures

pictures

C. spatial

Figure 1. The processing of multimedia materiahia
VSSP as a function of text contents and text modali
Furthermore, text is always processed in PL.

consider its implications for learning with textdapictures.

Implications for multimedia learning

Learning with multimedia means to present textd
pictures to learners. Pictures are assumed todzegsed in
the visual and the spatial component of the VS&Ratise
pictures normally contain visual as well
information (see Figure 1, parts A - C). With rej&on text
processing, the VSSP can be involved as a functfaext
contents: Figure 1 (part A) shows that the VSSHas
involved in text processing if abstract text comgeare
presented. However, if visual text contents aresgmeed,
the visual component will be involved (see Figurepart
B), whereas when spatial text contents are predetie
spatial component is involved (see Figure 1, pajt
Furthermore, as the spatial component of the VSSRas
the execution of eye movements looking at pictuaas
reading written text will result in an additionalald of the
spatial component. Thus, one might expect intenfeze
between the execution of eye movements and thegsot
of spatial text contents, because both are prodesséhe
spatial component. As can be seen in Figure 1 (@pthe
spatial component might become particularly ovetézh

spatial text contents as well as the control of egeements
take place in the spatial component (see Figuneadt, C).
When presenting pictures together with non-spatiait
contents, one would expect less interference bec#us
load is distributed more equally (see Figure 1t paand
part B). Accordingly, pictures presented togetheithw

as spatialspatial text contents should result in worse leaymutcome

than pictures presented together with non-spatédt t
contents, that is, abstract, or visual text comsteAt study
conducted by Scheiter and Schmidt-Weigand (2008)
confirms this assumption, by showing that pictuaes only
helpful for learning when they accompany text wathow
degree of spatial information but not text withighhdegree

of spatial information. Besides this study of Stdreiand

C Schmidt-Weigand, there is only little empirical @ence for

the interplay between text contents and picturegssing.
One reason for this lack of research might be thas
difficult to compare learning outcomes resultingonfr
learning with different text contents, since thentemts
might differ with regard to their difficulty, so &l
differences in text recall might be difficult to témpret.
However, if thesamepictures are presented together with
spatial and non-spatial text contents, differenoepicture

when picturesind spatialtext contents have to be processedrecall would indicate more unequivocally interferes in

and eye movements have to be conducted, for exanmmple
order to read the text or to look at the pictureavoT
implications result from this analysis: The firsteoapplies
to the presentation of pictures together with spatixt
contents (either presented spoken or written). $éeond

the VSSP. Accordingly, we will use this method et
current study.

Second implication: Interference between processingf

spatial text contents and readingA second implication of
the preceding analysis refers to the modality & téxt:
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Because eye movements are not only needed forrpictuspatial features of different artificial fish spesi The

inspection, but also for reading, one might expeotse
performance with written text than with spoken testten
processing spatial text contents. Figure 1 (padh@ws that
the spatial component with spoken text and spaéat
contents is less loaded than with written preseriaof
spatial text contents, because more eye movemests
required to read the text and to switch between &
picture. This load difference might result in wotsarning
outcome for written spatial text than for spokeati text.
With visual text contents or more abstract textteats the
difference between written text and spoken textngt
expected to be equally harmful, because none daitbdext
contents is processed in the spatial componentrardfore
no interference with the control of eye movemerds
expected. Thus, the spatial component might not

information was presented either in written or poleen

format. Independently of the available text cordent text
modality, all learners received the same pictutesning

the artificial fish species described. Our firstpegtation
was that learners with spatial text contents wallléss able
ao recall the text and to recall the pictures tlearners with
visual text contents. Whereas differences in tegall might
potentially be attributed to different text diffities,

differences in picture recall can be attributedquieocally

to interferences in the VSSP because all groudeashers
had to recall the same pictures.

Secondly, we expected an interaction between text
contents and text modality: Reading written texbudt
i interfere with processing spatial text contentsjsthwe
beredicted that learners with written spatial texl e less

overloaded when presenting written text, which rhigh able to recall text and picture contents than le@rrwith

enable the same learning outcome as for spoken(sexrt
Figure 1, parts A and B). First evidence for thegdiction

that a “modality effect” (i.e., worse learning oomse for
written text than for spoken text) occurs only wipatial
text contents was collected in purely text basadliss.

Studies by Brooks (1967) and Kirschner et al. (206&d
texts that described either spatial relations ont@ioed
more abstract information. A modality effect wasurid

only with regard to spatial text contents, but fat more

abstract information. Another study by Glass et(4885)

explicitly examined the influence of text modalibyn the
processing of visual and spatial text contents. M4 with
regard to sentences about spatial relations (d.g.turn on

a light you move the switch up/down”, p. 456) a midg

effect occurred, this was not the case with regard
sentences about visual characteristics like caay.( “The
spots on a giraffe are brown/yellow", p. 456).

In the context of multimedia research a modalitiecf
has been found several times (see Ginns, 2005}hitn
literature, learners presented with spoken text pistlre
outperformed learners with written text and pictufde
CTML provides a theoretical explanation for this dabty
effect that has, however, been challenged (for ndeteils

spoken spatial text contents. This prediction, hmxe
depends on the presupposition that the VSSP ohdesr
with spoken spatial text contents (Figure 1, lefespart C)
is not already too overloaded. Because reading Idhou
interfere less severe with visual text contents,expected
no difference in recall of pictures and text betweaitten
visual text contents and spoken visual text costent

Both text materials (spatial and visual contents)
additionally contained more abstract contents (e.g.
biological facts or behavioral descriptions of tiiéerent
fish species). This information was the same fahkext
materials. Our third expectation was that there ace
differences between the four groups with regarcetalling
these abstract contents, because abstract infamsitiould
not be processed in the VSSP and, therefore, netféne
with picture processing and the control of eye nm@ets.

Method

Participants and Design. Fifty-nine students of the
University of Tuebingen (43 female, 16 male, average:

M = 23.76 yearsSD = 3.85 years) participated in the study
for either payment or course credit. They were oanlg
assigned to one of four conditions, which resuftedn a 2

see Rummer et al, 2008). From our perspective the 2 design, with text contents (visual vs. spatiahtents)

structure of the VSSP might be an explanation fos t
modality effect, at least when text contents absp#tial
configurations are presented which is the case @stm
studies.

In the current study we will focus on testing thweot
predictions that have been derived from our anslg$ithe
structure of the VSSP with regard to text contemtd text
modality.

Experiment

The aim of the current study was to investigate tivie
processing spatial text contents interferes witbkilog at
pictures and — additionally — whether processiraiaptext
contents interferes with reading. To test theseothgses,

and text modality (spoken vs. written text) as peledent
variables.

Materials. The materials were presented in a computerized
learning environment. It comprised an introductidhe
learning phase, and a test phase.

In the introduction, learners were asked aboutrthei
demographic data. Furthermore, they had to leamémes
of different body parts of fish (e.g., anal fin,rdal fin etc.),
because these names were used in the subsequeindea
materials.

The system paced learning phase consisted of afic st
pictures and six corresponding texts about aréfidish.
The main reason to use artificial fish specieseadtof real

we created a multimedia learning environment, wherdish species was to avoid influences of prior krenige on

learners were either given text information abosual or

the learning results. Every fish species was ptesean a
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single slide. As mentioned before, the pictures ewerregard to text recall it was necessary to codeath®vers

identical in all groups, whereas the texts differaith

differently in groups with visual and spatial tecdantents.

regard to contents as a function of the experimentaBased on these differences in coding an unifieébpmance

condition. Note that the text lengths of the visaadl spatial
texts were equivalent and that the pace of pregentaas
determined by the duration of the spoken text dis.

The independent variables were varied between group
the learning phase as follows: Learners with vistgadt
contents received information about visual featuwgshe
depicted fish species, that is, the color or forirspecific
body parts (e.g., “The anal fin has the same ligiown
color as the dorsal fins”). Learners with spatidttcontents
received information about spatial features of fish
species, that is, the location of a body part erspatial
relation to other parts (e.g., “The anal fin liestveeen the
two dorsal fins”). Furthermore, both texts containe
identical abstract information on biological conteand
facts (e.g., “The fins are used for defense”). he t
conditions with spoken text, learners listened e text
while the picture was presented on the screen.hbn t
conditions with written text, the text was presentelow
the picture (see Figure 2).

index was computed assuming that hits as well aecb
rejection are indicators of text recall.

Furthermore, two items which measured difficultyidg
learning were presented after the learning phase.

Procedure. Participants were tested individually. They first
studied the system paced learning materiaigsequently,
they responded to the item measuring learningadiffy and
the verification items. A single experimental sessiasted
about 60 minutes.

Results

The means and standard deviations in percent &séen
different dependent variables as a function of textents
and text modality are shown in Table 1.

Table 1: Means and standard deviations in perceat a
function of text content and text modality.

Test item type Instructional materials
visual text spatial text
contents contents
source contentsspoken written spoken  written
visual 66.67 69.32 61.69 57.79
g (14.85) (17.53) (21.74) (14.53)
2 spatial | 72.12 7159 5454 51.30
(11.64) (19.60) (17.10) (7.65)
Figure 2: Presentation of text and picture in theken © visual 71.67 6641 5516 59.13
(left) and written (right) text groups. 3 (19.17) (10.91) (12.22) (10.59)
2 spatial 57.78 5486 47.62 47.62
Measures. The test phase consisted of seven types of (10.03) (14.47) (11.88) (17.12)
verification items about the presented fish specidsese o Visua 75.24 75.00 7286 84.29
seven types of verification items were created by ,;< E (12.03) (14.75) (26.73) (21.02)
considering the following two dimensions: The seuaf 22 spatal 73.33 68.75 53.81 49.05
information learners had to remember to verify ttem (24.69) (25.27) (18.20) (10.97)
(i.e., text vs. picture vs. picture and/or textjiahe contents abstract | 80.00 80.01 76.19 76.19
the item was asking about (i.e., visual vs. spatisl 5 (21.08) (21.27) (19.30) (22.37)
abstract). It is important to note that every learanswered -

every item, thus, items were not varied betweerugso

Hence, with regard to picture recall, learners wiual text
contents also had to recall spatial aspects opittere, and
learners with spatial text contents also had taltedsual
aspects of the picture. With regard to the itenkingsabout
pure text information we also used the same sdteais
across all conditions although text contents diffebetween
groups in the learning phase. For example, there wems
that ask if specific colors of the fish speciesaverentioned
in the text (e.g., “The anal fin has the same lightwn
color as the dorsal fins”)f this feature of the fish species
was mentioned in the text with visual contentstriees with
visual text contents had to accept the item ase™tihit).
However, learners with spatial text contents hackject the
item (correct rejection),
mentioned in the text with spatial contents. Thusth

Because the same pattern of results was expected fo
recall of picture-based information, recall of téesed
information and recall of text- and/or picture-bédse
information, the corresponding variables were azredyby
means of a multivariate analysis of variance wigxtt
modality and text contents as between subject factés
predicted the results showed a significant diffegen
between learners with visual and spatial text aaste
Pillai's Trace = .58,F(6, 50) = 11.51p < .001. With regard
to text modality the main effect was not statidtica
significant,Pillai’'s Trace = .06,F < 1, that is, learners with
spoken text showed the same overall performance as
learners with written text. The predicted interactivas not

because the color was nostatistically significantPillai's Trace = .07,F < 1, which

indicates that no interference between text coatant text
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modality appeared. To further investigate for whafhthe  effects for text contents and text modality andmieraction
dependent variables the main effect of text costentbetween text contents and text modality for abstrac
occurred, univariate two-way ANOVAs were conducted.information (all Fg < 1). Thus, this might be seen as an

The results are reported according to the informmasiource,
which had to be remembered to answer the items,isha
text, picture, or text and/or picture. Because phce
limitations, the statistical details are only regar for
significant results.

With regard to items wherext-basednformation had to
be remembered, a main effect of text contents oeduior
both of the item types (i.e., items asking for aisws.
spatial text contents). For items asking for
information learners with visual text contentd € 68.04,

visual

indicator that abstract text contents do not ierfwith
picture processing in the VSSP (see also Figurd.1,

With regard to the perceived difficulty of the Ilaang
phase no differences were observed between grthaiss,
learners with visual and spatial text content adl \ae
learners with spoken and written text evaluatedieéhening
phase as equally difficult.

Discussion
The purpose of the reported study was to examime th

SD = 16.07) performed marginal significant bettertha pyngtheses that spatial text contents might interfesith

learners with spatial text contentd € 59.74,SD = 18.25;
F(1, 55) = 3.32p = .07,1? =
with visual text contents had more hits than leegngith
spatial text contents had correct rejections. Wéthard to
items asking for spatial information learners witbual text

contents 1 = 71.84,SD = 15.98) performed also better than

learners with spatial text contentd € 52.92,SD = 13.10,
F(1,55) = 23.72,p < .001,7* = .30. In other words:
Learners with visual
rejections than learners with spatial text contdrad hits.

Because hits as well as correct rejections arecandlis of
text recall, this indicates that learners with waisuext

contents could recall better “their” text contertsan

learners with spatial text contents.

With regard to items whemgcture-basednformation had
to be remembered, again two main effects for textents
occurred. Learners with visual text conterts<£ 68.95,SD
= 15.44) could remember better visual aspects@ptbture
(like color or form) than learners with spatial teontents
(M =57.14SD= 11.40;F(1, 55) = 11.07p < .01,n* = .17).
This indicates that learners who read texts abastaVv
characteristics of the fish also could better retmemvisual
aspects only shown in the picture. Interestinggarhers
with visual text contentd = 56.27,SD = 12.40) could also
better remember spatial aspects of the picture ldwmers
with spatial text contentd = 47.62,SD = 14.46;F(1, 55)

text contents had more correc

picture processing and reading due to spatial mEctu

[06.) In other words: Learners cqntents and eye movements. These expectations were

derived from assumptions about the structure ofMBEP.

We expected worse learning outcomes for combining
pictures with spatial text content as comparedisoal text
contents, because of specific interferences betvepaitial
text processing and the control of eye movemerat) bf
which take place in the spatial component of theSKS
Furthermore, these interferences between spatiat te
processing and control of eye movements shouldfbeted
by the modality of the presented text: Because ingad
requires eye movements, it should stronger interfgith
the processing of spatial text contents than liserHence,
we expected a modality effect, that is, worse perémce
with written as compared to spoken text with regéod
spatial text contents, but not with regard to vistext
contents. To test these assumptions, text confeistsal vs.
spatial) and text modality (spoken vs. written) evearied.
Furthermore abstract information was presenteédonkers.
Because abstract contents will not be processedhén
VSSP, no differences between the four groups fiertifpe
of information were expected.

The first assumption was confirmed in that learwengh
received pictures together with spatial text cotsesmowed
overall worse performance in recalling text-bagsdture-
based and text- and/or picture-based informatioan th

_ _ 2_ . .
=6.00,p =.02,n" = .10). These results indicate that learner§earmers which received pictures together with afisiext
with visual text contents processed the picture @mor ontents. Several univariate ANOVAs confirmed the

thoroughly than learners with spatial text contents

With regard to items that could be answered wetkt-
and/or picture-basedinformation (i.e., both information
sources could be used to answer the items) a &ignif
main effect was only found for items asking for t&da
information: Learners with visual text contenkd € 70.97,

superiority of learners with visual text conterts fiearly all

of the dependent variables. Importantly, learnergh w
spatial text contents not only remembered the taxt,also
the picture worse, which was the same in all coowft
Furthermore, with regard to remembering abstract
information, no difference between learners withtig and

SD = 24.68) remembered this information better thanisua| text contents occurred, which indicates thiae

learners with spatial text contentdl € 51.43,SD = 14.95;
F(1, 55) = 12.97p > .01,n% = .19).

Besides the analysis of the recall performancedatents
presented in the text and pictures, an additionalysis was
conducted with regard to recall of abstract infaiora
Both groups received the same abstract informatiah we

interplay between text contents and picture proogsis
limited to spatial text contents.

With regard to recall of text contents, one mighgue
that visual text contents, that is, information atbcolor and
form, might be easier to process and to rememban th
spatial text contents, that is, information abopatsl

did not expect any differences between groups. Thigg|ationships or the position of a certain chanastie. Thus,

assumption was in line with the analysis, showingmmain

the fact that learners with visual text contentsfqrened
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better, when they had to remember text-based irgtiom
might potentially be simply explained by differesde text
difficulty and not by interferences in the spatiaimponent
of the VSSP. On the other hand, there was no difife
with regard to the perceived difficulty of the laarg phase
between learners which might indicate that the tex
difficulties were comparable.

The results obtained for picture recall also supploe
assumption of interferences between processingpafiad
text contents, and the processing of pictures. Bsra
pictures were the same in all groups, one woulceixthe
same performance of all learner groups, if textteots had
no influence on the processing of pictures in the FS&s
our results show, learners with visual text corgexatuld not
only remember visual aspects of the picture bui afsatial
aspects of the picture better. This supports tlseiraption
that all aspects of the picture are processed rdeeply
when text contents are not spatial. However, onghti
argue that also with regard to picture recall teifficulty
might play a role: Because spatial text might beramo
difficult to process, learners might concentraterenon text
and neglect the picture. This in turn might resaltvorse
performance for remembering pictures. In spitehaf fact
that there were no differences with regard to peeck
difficulty which contradicts this hypothesis, wellWtest that
assumption by using eye tracking technology to robrior
time on text and time on picture.

Our second expectation concerning a modality effect
spatial text contents because of interferences dmrw
reading and spatial text processing (see Figureva$, not
confirmed: When being presented with spatial texttents,
learners with written text showed the same perfoicea
level as learners with spoken text. Thus, the oftamd
superiority of spoken text over written text in miwmledia
learning (see Ginns, 2005) was not replicated i study.
Thus, the results with regard to text modality dithrer fit
to the assumptions of CTML nor to the more specific
assumptions tested in the present study.

The question remains, why in research without péctu
materials the specific interaction of text conteatwl text
modality was found (e.g., Brooks, 1967; Glass £t1&85).
One explanation might be that learners withoutysethave
to imagine text information in order to achieve an
understanding. Maybe the process of imagining abati
configurations interferes with the eye movemensoeisited
with reading and therefore leads to a modality effehen
being presented with spatial text contents.

To get deeper inside into the interplay of textteats and
learning with text and pictures further researcmésded
that addresses more fine-grained processing asfeegtsby
means of eye tracking). Currently, a study is catell

where we use the dual task paradigm to examine more
accurately whether worse performance of spatialt tex

contents is due to interferences in the spatialpmmant of
the VSSP. This approach is in line with our corivictthat
more basic cognitive research is needed to develope

precise theoretical frameworks for

multimedia learning works.

explaining how
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