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Abstract

The purpose of this study is to clarify the mechanism of fea-
ture emergence within the process of understanding metaphors
of the form ”A(target) like B(vehicle)” based on model sim-
ulation and psychological experiments. Feature emergence
refers to low-salient features of a target and a vehicle being em-
phasized in the metaphor understanding process((Nueckles &
Janetzko, 1997)(Becker, 1997)et al.). However, previous stud-
ies have not examined the mechanism of feature emergence in
terms of individual differences. In this study, a psychological
experiment is conducted using multiple model simulation re-
sults obtained with various parameter settings in order to clar-
ify what kinds of metaphor can be understood when numerous
features emerge. The experimental results indicate that within
the understanding process for metaphors that are low in terms
of their conventionality and understandability there is a great
deal of feature emergence.

Keywords: metaphor, simile, neural network, feature emer-
gence

Introduction
In this paper, the mechanism of feature emergence, occur-
ring within the process of understanding for metaphors rep-
resented in the form of ”A(target) like B(vehicle)”, is investi-
gated in terms of individual differences using a psycholog-
ical experiment and simulations of a computational model
of metaphor understanding. There are two types of theories
within psychology to account for the understanding process
of metaphors, where one noun is likened to another. The
first type consist of comparison theories, such as the Struc-
ture Alignment Theory (Gentner & Wolff, 1997), which the
second type are categorization theories, such as the Class In-
clusion Theory (Glucksberg & Keysar, 1990). Within com-
parison theories, metaphor understanding is realized by align-
ing similar elements of the target and the vehicle (Gentner &
Wolff, 1997). For example, in understanding the metaphor
”Socrates is like a midwife”, the understanding process is re-
alized when similar elements relating to ”help to birth” are
identified in both ”Socrates” and ”midwife” and are mutu-
ally aligned. However, this theory faces difficulties from
the perspective of distinguishing between targets and vehi-
cles. In categorization theories, metaphor understanding is
explained in terms of class-inclusion statements, where a tar-
get is regarded as being a member of an ad hoc category of
which the vehicle is a prototypical member(Glucksberg &
Keysar, 1990). For example, in comprehending the metaphor
of ”Socrates is like a midwife”, the target of ”Socrates” is

considered as belonging to a ”helpful” category that could
be typically represented by a vehicle like ”midwife”. Both
theories see metaphor understanding as basically requiring
a knowledge structure for concepts(targets, vehicles and so
on)(Kusumi, 1995), and hold that metaphorical expressions
emphasize the high-salient features of a vehicle as the fea-
tures of the target.

On the other hand, previous studies have shown that
the low-salient features of a target and a vehicle are also
emphasized within the process of metaphor understanding.
And the studies reported that features play an important
part in metaphor understanding (Becker, 1997)(Nueckles &
Janetzko, 1997)(Gineste, Indurkhya, & Scart, 2000)(Utsumi,
2005). Previous studies have examined the relationships be-
tween feature emergence and metaphor characteristics. Par-
ticipants were asked to respond with high-salient features of
a target, a vehicle or a metaphor (that is ”target” compared
to ”vehicle”). It should be noted that emergent features are
usually determined as being features that are given as high-
salient features of a metaphor but not as high-salient features
of a target and a vehicle, when participants are asked to list
the high-salient features of a target, of a vehicle and of a
metaphor. Furthermore, metaphor characteristics are usually
represented as mean evaluation ratings for each metaphor.
Hence, those studies have tended to ignore the differences
between participants who regard a metaphor as being under-
standable and thus produce many emergent features, on the
one hand, and participants who find the same metaphor as be-
ing incomprehensible and do not produce any emergent fea-
tures, on the other hand. In this paper, this difference is re-
garded as individual difference. Accordingly, this paper con-
ducts an experiment using model simulation results in order
to examine the relationships between feature emergence and
metaphor characteristics with consideration for such individ-
ual differences.

Previous computational models of metaphor understanding
have proposed that feature emergence is due to an interaction
among features (Utsumi, 2000), (Terai & Nakagawa, 2007),
(Terai & Nakagawa, 2008). However, while the first model
(Utsumi, 2000), based on a psychological experiment, does
not attempt to represent the dynamic interaction among fea-
tures, the final two models (Terai & Nakagawa, 2007),(Terai
& Nakagawa, 2008) is able to incorporate such dynamic in-
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teraction because they are constructed using a recurrent neu-
ral network. Furthermore, those two models can adequately
cover many kinds of metaphorical expressions because they
are based on a statistical language analysis. While Terai &
Nakagawa’s (2007) model suffers somewhat in its inability to
distinguish targets and vehicles, because it is based on a com-
parison theory, Terai & Nakagawa’s (2008) model avoids that
problem because it is based on a categorization theory. The
later model is also capable of computing feature emergence
within the metaphor understanding process, and its psycho-
logical validity has been examined in an experiment. A pa-
rameter of the model indicates the strength of interaction in-
fluence, which makes it possible to simulate the understand-
ing process either with many emergent features or without
emergent features. Hence, this paper conduct a psychological
experiment using the results of Terai & Nakagawa’s (2008)
model simulation in order to clarify the mechanism of feature
emergence with consideration for individual differences.

The procedure for conducting the experiment is as follows:
Step 1: The model simulates three versions of the metaphor
understanding process (with many emergent features, with
few emergent features, and without any emergent features)
by changing the value of the parameter representing the in-
fluence of interaction. Specifically, the parameter value deter-
mines of the level of feature emergence within the metaphor
understanding process. The model outputs three kinds of fea-
ture sets as interpretations of a metaphor in accordance with
the parameter values.
Step 2: In order to clarify whether feature emergence occurs
as part of the understanding process for a given participant,
the participants are asked to evaluate the validity of the var-
ious simulation results from Step 1. Thus, the Step 2 results
provide indication as to which parameter setting is the most
appropriately matches the metaphor understanding process of
each participant in question.
Step 3: The same participants from Step 2 evaluate the
characteristics of the metaphors (their conventionality, under-
standability, interestingness, and the similarity between a ve-
hicle and a target).
Step 4: The mechanism of feature emergence is clarified by
identifying the relationships between feature emergence and
metaphor characteristics obtained at Steps 2 and 3.

Model Simulation of Metaphor Understanding
In order to represent the metaphor understanding processes
with many emergent features, with a few emergent fea-
tures and without any emergent features, Terai & Naka-
gawa’s(2008) model of metaphor understanding is used. It
can represent many types of metaphor understanding pro-
cesses relating to feature emergence by changing the value
of the parameter that represents the influences of interaction
among features.

The model of Metaphor Understanding
The model (Terai & Nakagawa, 2008) is based on a statistical
language analysis and consists of two processes: a catego-

rization process and a dynamic interaction process. Firstly,
the knowledge structure of concepts is estimated through sta-
tistical language analysis (Kameya & Sato, 2005) employ-
ing extracted frequency data for adjective-noun modifica-
tions and three types of verb-noun modification in Japanese.
The statistical method assumes that the termsni(noun) and
a j (adjective or verb) co-occur through latent classes and that
the co-occurrence probabilities of these terms,P(ni ,a j), can
be computed using formula(1).

P(ni ,a j) = ∑kP(ni |ck)P(a j |ck)P(ck), (1)

whereck indicates thek-th latent class assumed in the method.
The parameters (P(ni |ck), P(a j |ck), andP(ck)) are estimated
as the value that maximizes the log likelihood of the co-
occurrence frequency data betweenni anda j using the EM
algorithm. In this paper, these parameters are estimated from
extracted data consists of 21,671 noun types and 3,403 ad-
jective types for adjective-noun modifications, 29,745 noun
types and 22,832 verb types for verb-noun(object), 26,113
noun types and 21,487 verb types for noun(subject)-verb,
and 28,451 noun types and 24,231 verb types for verb-
noun(modification). The model deals with the 18,142 noun
types (ni) that are common to all four types of modification
data. The conditional probability of the latent classck given
the nounni (P(ck|ni)) is computed using Bayes’ theory. The
nouns(concepts) are represented by vectors using the condi-
tional probability (P(ck|ni)).

In the categorization process model, a vector, representing
an assigned target as a member of an ad hoc category for a
vehicle, is estimated based on a categorization theory using
the meaning vectors of concepts. The algorithm for the cate-
gorization process is as follows. First, the semantic neighbor-
hood (N(ni)) of a vehicle of sizes is computed on the basis of
similarity to the vehicle, which is represented by the cosine
of the angles between meanings. Next,L concepts are se-
lected from the semantic neighborhood (N(ni)) of the vehicle
on the basis of similarity to the target (L indicates the number
of the selected concepts). Finally, a vector is computed for
the centroid of the meaning vectors for the target, the vehi-
cle and the selectedL concepts as the vector representing the
assigned target as a member of the ad hoc category for a vehi-
cle. The computed vector represents the assigned target as a
member of an ad hoc category for a vehicle and the vector is
indicated usingV(M). The strength of relationship between
featurea j (adjectives or verbs) andV(M) is indicated using
P(a j |M).

In the dynamic interaction process model, the meaning of
a metaphor is computed using the meaning vectors estimated
by the categorization process(P(a j |M)) by applying the dy-
namic interaction process model using a recurrent neural net-
work model(Fig.1). Each node corresponds to a feature and
there are connections. These nodes have both inputs and out-
puts. The dynamics of the network are based on the following
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system of simultaneous differential equations(2):

dxq(t)
dt

= exp(−αt)(−xq(t)+ β∑q′wqq′xq′(t)+ Iq(M)), (2)

wherexq(t) represents the activation strength of theq-th node
at time t. The range is between 1 and 0.exp(−α t) is the
term for convergence which decreases according to timet.
When dxq/dt = 0, the node outputsOq(M) = xq(t). The
vector(O(M)), which is a set ofOq(M), represents the mean-
ing of the metaphorM. Iq(M) represents the input value of the
q-th node related to the metaphorM. The value ofP(a j(q)|M)
is used as the input valueIq(M) wherea j corresponds to the
meaning of theq-th node.wqq′ denotes the weight of the con-
nection from theq′-th to theq-th node and is the correlation
coefficient among theq-th andq′-th features related to the
sibling concepts of the target and the vehicle.β denotes the
influences of the dynamic interaction among features. The
model can represent many types of metaphor understand-
ing processes from the perspective of feature emergence by
changing the value of the parameterβ.

high thick clime・・・ ・・・ be surrounded
outputs )(1 MO )(2 MO )(MOQ)(MOq

)(1 MI )(2 MI )(MIQ)(MIqinputs
Figure 1: The architecture of the model of metaphor under-
standing (e.g. ”Difficulty like a wall”)

The Results of the Model Simulations

The model simulated the metaphor understanding processes
concerning 16 metaphors in Japanese. In a previous
study(Nakamoto & Kusumi, 2004), 120 metaphors were clas-
sified into 7 categories based on their characteristics. Three
metaphors were selected from two categories consisting of
very understandable metaphors and 2 metaphors were ex-
tracted from each of the other categories. These 16 metaphors
are presented in Table1.

The model was simulated using the fixed parameters of
s= 50, L = 3, α = ln(10). The value of the parameterβ was
changedβ = 0, β = 0.3 andβ = 0.6. The simulation results
with β = 0 correspond to metaphor understanding without
feature emergence, the simulation results withβ = 0.3 cor-
respond to low occurrences of feature emergence, while the
results withβ = 0.6 correspond to metaphor understanding
with a considerable level of feature emergence. The simula-
tion results are shown in Table2.

The pilot study was conducted for the purpose of confirm-
ing the efficiency of the parameterβ. The participants were
85 undergraduates, who were divided into two groups (Group

Table 1: The model simulated the metaphor understanding
processes for the 16 metaphors (”A (target) like B (vehicle)”)

target vehicle
holiday directing post
ballpark bucket
compassion flurry
time flood
suspicion tumor
love season
blowing snow muddy stream
eye lake
demo avalanche
conversation gear
romance fever
music score cipher
affections vortex
difficulty wall
discussion war
fury eruption

1: 42 undergraduates; Group 2: 43 undergraduates). Partic-
ipants in one group were asked to respond with appropriate
features for the target and for the vehicle, while participants
in the other group were asked to respond with appropriate
features for the metaphor. Features given by three or more
participants were regarded as being appropriate features for
the vehicle, the target, or the metaphor, respectively, while the
features that were given as being appropriate for the metaphor
but not for the vehicle or the target were regarded as emer-
gent features. The pilot study results indicate that the emer-
gent features of ”difficulty like a wall” are ”run over”, ”get”,
and ”block”. The model withβ = 0.3 andβ = 0.6 estimates
”be blocked” (as passive of ”block”) as the 9th most salient
feature and as the 7th most salient feature, respectively. The
model with β = 0.3 and β = 0.6 estimates the passive fea-
ture which is defined as the emergent feature through the pi-
lot study. The results also demonstrate that theβ value rep-
resents the extent of feature emergence within the metaphor
understanding process.

Experiment using the Simulation Results
In order to clarify the relationships between feature emer-
gence and the characteristics of metaphors, an experiment
was conducted.

Method

Participants: 45 undergraduates.
Metaphorical expressions:16 metaphors, which were used
for the model simulation.
Simulation results: Results withβ = 0, β = 0.3 andβ = 0.6
Characteristics of the metaphors: understandability, con-
ventionality, interestingness, similarity between a vehicle and
a target, which are used in the previous study(Nakamoto &
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Table 2: Metaphor meanings computed by the model (”difficulty like a wall”). The output values are shown in parentheses.
These are the top 10 features. The emergent features are shown in bold type.

β = 0 β = 0.3 β = 0.6
1 high (0.0431) high (0.0558) be surrounded (0.4000)
2 various (0.0293) be surrounded (0.0438) be covered (0.3985)
3 get over (0.0267) be covered (0.0422) run on (0.3956)
4 thick (0.0261) run on (0.0393) encounter (0.3926)
5 white (0.0242) white (0.0372) hit (0.3921)
6 be surrounded (0.0173) encounter (0.0363) climb (0.3907)
7 breach (0.0162) 　 hit (0.0358) be blocked(0.3888)
8 be covered (0.0157) climb (0.0344) crash into (0.3877)
9 big (0.0157) be blocked(0.0325) plow into (0.3875)
10 collapse (0.0149) crash into (0.0314) be buried (0.3872)

Kusumi, 2004). 7-point scale, from 1 ”Strongly disagree” to
7 ”Strongly agree”.
The experiment consisted of two parts:evaluating the va-
lidity of the simulation results and evaluating the characteris-
tics of the metaphors.

Evaluating the Validity of the Simulation Results

In order to clarify whether feature emergence occurs within
the understanding process of a given participant, the partic-
ipants evaluated the validity of the simulation results. The
participants were presented with each metaphor and the three
simulation results (top 10 features) withβ = 0, β = 0.3 and
β = 0.6, although the significance of the different output val-
ues was hidden with a story about them being the results
from three different computers (Computer A, Computer B
and Computer C). The participants were asked to evaluate the
validity of each interpretation and to choose one computer
that had simulates the most appropriate interpretations.

In this paper,β∗ indicates theβ that was used in the simu-
lation that yielded the results that were selected as being the
most appropriate interpretation. The mean and the entropy of
β∗, as well as the mean ratings for the simulation results using
β∗, are shown in Table3.

On the scale, 5 corresponded to ”slightly agree that the
interpretation is appropriate” (with 4 being ”neutral”). The
rating means for 14 metaphors are in excess of 5, while the
means for the remaining two metaphors are in excess of 4.
These results indicate the validity of the simulation results.

The entropy ofβ∗ represents the individual difference in
terms of feature emergence. If one third of the participants
choseβ∗ = 0, one third choseβ∗ = 0.3 and the other one
third choseβ∗ = 0.6, the entropy ofβ∗ would be1.59. The
entropies for 2 metaphors are less than 1. This indicates that
there are individual differences relating to feature emergence
within each metaphor understanding process.

Evaluating the Characteristic of the Metaphors

In the second part of the experiment, the participants were
asked to evaluate the characteristics of the metaphors. The

Table 3: Evaluation results concerning the validity of the sim-
ulation results.

metaphor mean entropy rating
holiday-directing post 0.49 1.13 4.91
ballpark-bucket 0.37 1.51 5.11
compassion-flurry 0.43 1.37 4.82
time-flood 0.41 1.36 5.56
suspicion-tumor 0.43 1.29 5.22
love-season 0.51 0.92 5.67
blowing snow-muddy stream 1.58 1.09 5.80
eye-lake 0.15 1.26 5.51
demo-avalanche 0.25 1.44 5.87
conversation-gear 0.32 1.57 5.38
romance-fever 0.24 1.50 5.38
music score-cipher 0.45 1.19 5.31
affections-vortex 0.25 1.52 5.84
difficulty-wall 0.29 1.58 5.73
discussion-war 0.45 1.28 6.07
fury-eruption 0.51 0.96 5.13

participants were presented with each metaphor and they
were asked to evaluate its characteristics. The mean ratings
for metaphor characteristics are presented in Table4.

Relationships between Feature Emergence and the
Metaphor Characteristics
In order to clarify the relationships between feature emer-
gence and metaphor characteristics, a number of statistical
analyses are conducted using 717 responses (45 participants
multiplied by 16 metaphors minus 3 not available responses).
A one-way analysis of variance was carried out to examine
the differences in the ratings for each characteristic as a func-
tion of the β used for the simulation results that were cho-
sen as being the most appropriate interpretation (β∗). The
results indicated that while there were no significance dif-
ferences for conventionality, interestingness and similarity,
there was a significantly effect ofβ∗ for understandability
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Table 4: Evaluation results for the metaphor characteristics
(US: understandability, CV: conventionality, IR: interesting-
ness, SL: similarity)

metaphor US CV IR SL
holiday-directing post 2.59 2.00 3.57 2.23
ballpark-bucket 2.80 1.91 2.39 2.29
compassion-flurry 3.22 2.36 3.22 2.67
time-flood 3.40 2.47 3.33 2.91
suspicion-tumor 3.62 2.47 3.53 3.22
love-season 3.82 2.36 4.18 3.64
blowing snow-muddy stream 4.13 2.62 3.42 3.51
eye-lake 4.15 2.76 4.42 3.33
demo-avalanche 4.52 3.57 3.86 4.26
conversation-gear 5.11 3.49 4.47 4.07
romance-fever 5.44 3.58 4.73 4.64
music score-cipher 5.44 4.00 4.96 4.60
affections-vortex 5.60 4.11 4.76 4.29
difficulty-wall 5.96 5.04 4.16 5.13
discussion-war 6.00 4.42 4.73 4.69
fury-eruption 6.13 4.93 4.42 5.64

(F(2,714)=3.06, P<.05), as shown in Fig.2. This result sug-
gests that there is a relationship between understandability
and feature emergence.

Reponses to each metaphor by each participant were then
are divided into two groups according to the ratings for under-
standability, with understandability ratings of 1- 4 comprising
the low-understandability group and a high-understandability
group consisting of the remaining responses. A two-way
analysis of variance was conducted for the each characteristic
apart from understandability as a function ofβ∗. The results
indicated a marginally significant interaction in terms of con-
ventionality (as showing in Table5 and Fig.3). However, no
significance differences were observed in terms of interest-
ingness and similarity. These findings indicate that feature
emergence (β∗) can be influenced by a combination of the
conventionality and understandability characteristics.

Accordingly, all responses were subsequently are divided

12
34
56
7

1 2 30 0.3 0.6

*

β*

Understandability

Figure 2: Differences in the ratings for understandability as a
function ofβ∗ (* p<.05 (Tukey test))

Table 5: The results of two-way analysis of variance test-
ing differences in conventionality as a function of both un-
derstandability (low or high) andβ∗.

Sum Sq Df F value Pr(>F)
β∗ 4.69 2 1.23 0.29
understandability 673.28 1 352.2 <2e-16
β∗ x understandability 10.64 2 2.78 0.06
Residuals 1359.13 711

123
456
7

1 2 3
low(1-4)
high(5-7)

0 0.3 0.6β*

Conventionality
low understandabilitygrouphigh understandabilitygroup

Figure 3: Differences in the ratings for conventionality as a
function ofβ∗

Table 6: Cross tabulation of the understandability groups and
the conventionality groups

Understandability
high low

Conventionality
high 193 4
low 243 273

into two groups according to the ratings for conventional-
ity, with conventionality ratings of 1- 4 comprising the low-
conventionality group, and a high-conventionality group con-
sisting of the remaining responses. Cross tabulation of the
understandability groups and the conventionality groups is
shown in Tab.6.

The number of responses in the low-understandability and
the high-conventionality cell is only 4. Hence, these 4
cases were ignored, and a one-way analysis of variance was
conducted to test for differences between the other three
cells (high-understandability and high-conventionality (H-
H), high-understandability and low-conventionality (H-L),
and low-understandability and low-conventionality (L-L)) as
a function ofβ∗. The results indicated a significant effect
of β∗ on these three groupings (F(2,710)=5.21, P<.001), as
shown in Fig.4.

The results indicate that the value ofβ∗ was highest for
the L-L grouping, while the value ofβ∗ was lowest for the
H-L grouping. Thus, while feature emergence would seem
to occur when a metaphor is neither understandable nor con-
ventional, feature emergence seems to happen less when a
metaphor is very understandable but not conventional.
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＊
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Figure 4: Differences inβ∗ values as a function of the various
understandability and conventionality groupings (* p<.05
(Tukey test))

In order to clarify individual differences in terms of feature
emergence, the entropy values forβ∗ were analyzed. Simi-
lar to the previous analysis, the metaphors were divided into
three groups (H-H, H-L, L-L) based on the mean understand-
ability ratings and the mean conventionality ratings. This re-
sulted in 6 metaphors being classified into the H-H group, 5
metaphors for the H-L group, and 5 metaphors for the L-L
group. The results of a one-way analysis of variance for the
value ofβ∗ indicated that there was a significant difference
between the L-L group and H-L group. Hence, the difference
in entropy between the H-L group and the L-L group was
tested using a t-test. The results indicated that the mean of
β∗ for the H-L group (1.47) was significantly higher than the
mean for the L-L group (1.26) at 10% level (t(9)=1.93,p<.1).
This finding indicates that there are greater individual dif-
ferences in terms of feature emergence for the H-L group
metaphors than for the L-L group metaphors.

Discussion
In order to examine the mechanism of feature emergence
without ignoring individual differences, a psychological ex-
periment was conducted using simulation results for Terai
& Nakagawa’s (2008) model. The results of the experi-
ment indicate that feature emergence occurs when a metaphor
is neither understandable nor conventional, but that it hap-
pens less a metaphor is very understandable but not conven-
tional. The results also indicate that participants tend to be
more consistent in their processing of metaphors that are nei-
ther understandable nor conventional, but that there is greater
individual variation when processing of metaphors that are
very understandable but not conventional. These findings
suggest that metaphors that are not understandable cannot
be comprehended only with the high-salient features of the
target and the vehicle, and that they require the additional
activation of emergent features. The finding of no signifi-
cant differences between the high-understandability and high-
conventionality (H-H) group and the low-understandability
and low-conventionality (L-L) group seems to suggest that,
while some metaphors require some level of activation of
emergent features to be understood, some metaphors become
sufficiently familiar that they can be understood more readily.

In this research, understandability, conventionality, inter-

estingness and similarity between a vehicle and a target were
singled out as characteristics of metaphors. However, previ-
ous research has also examined that the relationships between
feature emergence and the poetic appreciation of metaphors,
and argued that there are also individual differences in terms
of poetic appreciation((Utsumi, 2005)). With the present ex-
perimental method of employing simulation results, it will
also be possible to investigate such relationships in greater
detail.
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