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Abstract 

Causal models can be regarded as fundamental knowledge 
bases consisting of rules for generating explanations and 
predictions. As we all know, such inferences are not free from 
uncertainty. In an experiment about acquiring causal models 
by induction, we investigate the impact of the validity of such 
models on the certainty of inferences. The results indicate that 
preliminary models are revised in the light of new informa-
tion, and that the degree of validity considerably influences 
the certainty of predictions. 
 
Keywords: Mental models; conditional rules; causal 
inferences; induction; uncertainty. 

Introduction 
Causal reasoning is one of the cornerstones of human 
cognition and seems as fundamental as our concepts of 
space and time. Explanations and predictions are crucial for 
everyday thinking as well as for scientific research. They 
heavily influence our understanding of the world and guide 
our judgments, decisions and actions in many respects. 

Well aware of the central role of causality, philosophy 
and psychology have been exploring  the mental mecha-
nisms that underlie causal thinking for many years (White, 
1990). Examples of research issues are the perception of 
causal relations, the structure of causal knowledge or the 
mechanisms of learning and reasoning in causal contexts.  

In this paper, we address the issue of acquiring causal 
models by inductive learning. In particular, we investigate 
how a causal model may gradually evolve from observa-
tions and how its structure may influence the content and 
certainty of predictive inferences. 

Basic causal models 
To start with, what do we mean when we say “A causes Z”, 
as in the statement “smoking causes lung cancer”? Mackie 
(1974) proposes four possible interpretations: 
• A is a necessary and sufficient condition for Z. Smoking 

(A) is the only cause for lung cancer (Z) and always 
leads to that effect. 

• A is a necessary but insufficient condition for Z. Only 
smokers get lung cancer, but some of them do not, 

because they are lacking the particular genetic 
predispositions (C) that cause lung cancer in conjunction 
with smoking. 

• A is a sufficient but unnecessary condition for Z since 
other conditions lead to the same effect. Smoking causes 
lung cancer, but the inhalation of asbestos particles (B) 
does as well. 

• A is an insufficient but necessary part of a condition 
which itself is unnecessary but sufficient for Z (i.e., 
either A and C or B cause Z). Smoking in conjunction 
with certain genetic predispositions causes lung cancer 
or – alternatively - cancer is caused by asbestos particles. 

Mackie’s taxonomy of causal statements points to four 
basic knowledge structures constituting the different mea-
nings of “A causes Z”. These structures can be regarded as 
causal models in the sense of Craik (1943) who coined the 
term “mental model” for domain specific knowledge of pre-
dictive and explanatory power. To represent the (in)suffi-
ciency and (un)necessity of conditions for an effect, a causal 
model can be expressed in terms of conditional rules. Based 
on Mackie’s definition, four types of models can be 
distinguished. In this paper, we address three of them. 

Model of Unique Causation (MUC)  
A is the only cause for Z. Whenever A occurs Z will occur, 
and whenever A is missing Z will be missing as well. This 
implies two conditional rules. 
RMUC1:  A    Z 
RMUC2: -A  -Z 

Model of Complex Causation (MCC) 
A in conjunction with another condition C forms a complex 
cause that leads to Z. When A and C occur, Z will occur. 
When either A or C are missing, Z will not appear. This can 
be represented by three rules. 
R MCC1: (A & C)  Z 
R MCC2: -A  -Z 
R MCC3: -C  -Z 

Model of Multiple Causation (MMC) 
A or B cause Z. When A or B are present, Z will occur too. 
When both A and B are missing, Z will not appear either. 
Again, three rules express these relationships. 
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R MMC1: A  Z 
R MMC2: B  Z 
R MMC3: (-A & -B)  -Z 

Model four is a combination of MMC and MCC, called 
Model of Multiple Complex Causation (Thüring, 1991). 

All these models represent different types of causal 
knowledge that people acquire by gathering experience in a 
domain and that are used to explain or to forecast events of 
interest. In our example for instance, a person who believes 
that a certain predisposition is necessary in conjunction with 
smoking for developing lung cancer (MCC) will tend to 
other predictions than a person who believes that smoking 
on its own will lead to this disease (MUC). Hence, the 
structure of a model and the contents of its rules determine 
the inferences that a persons draws about a case. 

Compared to the vast amount of causal relationships and 
their complex intertwining stored in human memory, the 
MUC, MCC and MMC are apparently simple and limited, 
and of course we do not assume that they represent compre-
hensive knowledge bases. Instead, we propose to regard 
them as basic structures from which such knowledge bases 
are built. The exact structure and size of an extensive causal 
model depends on the number of conditions it contains and 
the relations between these conditions (i.e. terms as “A”, 
“B” and “C” in the rules of basic models are meant as place-
holders for sets of conjunctively or disjunctively combined 
conditions). This conceptualization makes it is possible to 
describe elaborated causal models as combinations and 
extensions of the basic models given above. 

Uncertainty of causal inferences 
When the conditions of a rule in a causal model are matched 
by adequate information, it produces an inference predicting 
either the occurrence or the non-occurrence of the event the 
rule is about. From the perspective of propositional logic, 
such deductions leave no room for uncertainty. On the other 
hand, we all know that explanations and predictions are 
usually far from being certain. This raises the question what 
factors may lead to the uncertainty of a causal inference 
deduced from the rule of a mental model. 

Two factors have been proposed to influence the uncer-
tainty of explanations and predictions: (a) the ambiguity of 
the information available for a causal inference, and (b) the 
validity of the causal model (Thüring, 1991).  

Ambiguity can be defined as the perceived amount of 
missing information (Frisch & Baron, 1988). This amount 
depends on the structure of the causal model and the extent 
to which given information matches the conditions of its 
rules. To illustrate this relationship, imagine a person who 
relies on the MCC to predict an event Z. When this person 
receives confirming or disconfirming information about “A” 
and “C” then the situation is unequivocal (i.e., all data are 
available required for the model to forecast the occurrence 
or non-occurrence of Z). On the other hand, imagine this 
person receiving only information confirming “A” while 
“C” remains unknown. This case is a typical example for an 
ambiguous situation, since the occurrence of Z depends on 
whether condition “C” is fulfilled or not. If “C” is true in 
addition to “A” the condition of rule R MCC1 is completely 
matched and “Z” should be inferred. If “not C” is true the 

condition of R MCC3 is fulfilled and “not Z” should be 
predicted. 

The experienced validity of a causal model depends on 
the number of correct and false inferences derived from the 
model in the past. Imagine a person with rather limited 
causal knowledge as in the case of the mono-causal model 
MUC. Whenever this person receives the information “A” 
she will predict Z, and whenever she receives the 
information “not A”, she will predict “not Z”. In both cases, 
the confidence in the rules of the model should increase 
when the prediction is right. However, when the causal 
model does not represent all causal conditions which are 
really responsible for Z, such inferences may be wrong. 
Firstly, “A” may not be a sufficient condition for Z to 
appear. In this case, the “real” causal relationship may be 
that “A” in conjunction with another condition is required 
for Z. Secondly, “A” may not be a necessary condition for Z 
(i.e., although “not A” is true, Z appears). In this case, the 
real causal relationship may be that an alternative cause “B” 
may lead to Z, too. In both cases, the person’s model lacks 
important knowledge and the wrong predictions should 
decrease her confidence in the rules she uses. 

Contingency information as in this example has been 
investigated in a multitude of studies concerned with the 
“strength” of a causal relation, and a number of theories 
have been proposed to predict causal strength from the 
frequencies in the cells of  a contingency table. Prominent 
approaches are the ΔP rule (Jenkins & Ward, 1965), the 
Power PC theory (Cheng, 1997), the pCI rule (White, 2004) 
and the Belief Revision Model (Catena et al., 1998). All of 
them focus on covariation and try to predict the perceived 
strength of a causal relationship. None of them addresses the 
problems of how contingency information might be 
understood on the basis of preexisting causal knowledge or 
how such information might influence the certainty of a 
prediction or explanation. 

Causal models are a promising conceptual framework to 
tackle these problems. Since they capture both, the ambi-
guity of given data as well as the validity of causal rules, 
they can be used to predict the content as well as the 
certainty of a causal inference. In this respect, they are 
similar to causal networks (Pearl, 2000), but in contrast to 
this approach, they stress the heuristic, non-bayesian nature 
of human probability assessment. Based on theoretical 
assumptions about heuristics for judging the likelihood of 
events (Einhorn & Hogarth, 1986), Thüring (1991) proposes 
a theory which describes the processes by which inferences 
are derived from causal knowledge. This theory also speci-
fies a formal algorithm to predict the certainty of causal in-
ferences from the validity of causal rules represented in the 
model and the perceived ambiguity of the available data. 

The influence of ambiguity on the certainty of causal 
inferences could be demonstrated in a number of experi-
ments (Thüring, 1991; Thüring & Jungermann, 1992; 
Jungermann & Thüring, 1993). Participants learned models 
of fictional diseases which were structured as the MCC, 
MMC or MMCC. After ensuring that the diseases were 
properly understood, sets of data about hypothetical patients 
were presented. While the validity of the models was held 
constant, the data about the cases differed with respect to 

2252



ambiguity (i.e., the degree of matching between data and 
causal rules was varied.) Data sets contained either positive 
evidence – for example information matching rules with 
positive conditions as in RMUC1 - or they contained negative 
evidence, thus matching rules with negative conditions, such 
as RMUC2. For both types of evidence and for explanations as 
well as predictions, the experiments showed a pronounced 
impact of ambiguity on the certainty of causal inferences. 
Increasing the degree of matching (and thus decreasing 
ambiguity) led to higher subjective probabilities of any 
prediction or explanation derived from a rule. 

Further evidence comes from experiments reported by 
Molz (2002) who also found an increase of the certainty of 
causal inferences when the ambiguity of information 
decreased. Moreover, he detected an influence of the 
validity of causal models on the subjective probabilities of 
inferences. Conclusions based on models of low validity 
were considered as less certain than conclusions derived 
from models of high validity. This influence, however, was 
much less pronounced than assumed. A reason for this 
unexpected result may lie in the way subjects were trained 
in these experiments. Causal models as well as their validity 
were not acquired by observing sets of data, but were 
described in texts. Information about validity was given by 
sentences, such as “this diagnosis proved right in one of 
three cases”. Since this information was only given once per 
model, its influence might be rather minor compared to 
ambiguity which had to be accounted for in each judgment 
about a patient.  

To summarize, the knowledge base of explanations and 
predictions can be conceptualized as a causal model 
consisting of a number of rules. These rules represent 
knowledge about positive and negative evidence with 
respect to the occurrence or non-occurrence of the 
phenomenon the model is about. The ambiguity of data and 
the validity of rules are regarded as factors which influence 
the certainty of inferences derived from the model. Both 
factors can be expressed as model parameters. While the 
extent of ambiguity is given by the degree of matching 
between data and rule conditions, the validity depends on 
the relation between correct and incorrect inferences that 
were deduced from the rules of the model in the past. While 
the influence of ambiguity on the certainty of causal 
inferences has been documented convincingly, the influence 
of validity needs further clarification. 

 Experiment 
To investigate the influence of validity on the certainty of 
causal inferences, we set up an experiment in which causal 
models were gradually acquired by inductive learning. The 
goal of the experiment was to answer three questions: 

(1) Does the certainty of a causal inference increase with 
growing validity of the rule it is derived from? 

(2) What happens to the certainty of inferences drawn 
from a well proven model when the validity of the 
model starts to decrease? 

(3) In which way do people revise the rules of their 
model when its validity is diminishing? 

The task for the participants of the experiment was to 
acquire knowledge about a technical system in order to pre-

dict its state. The system was a fictional pump system regu-
lating the cooling of a power plant. In each trial, participants 
received information about the states of four components of 
the pump system and had to predict the future state of the 
overall system. In addition, they had to judge the certainty 
of their prediction. At the end of each trial, they were 
informed about the correctness of their forecast. 

The experiment consisted of three successive blocks of 
trials. The first block endorsed a simple causal model (the 
MUC), the second block provided evidence against that 
model to reduce its validity, and the third block offered 
information to revise the MUC by transforming it into a 
more complex model, such as the MMC or the MCC. This 
fixed sequence of blocks corresponds to a common situation 
in inductive learning where people start with a simple 
hypotheses which proves as deficient and must be modified 
in the face of new evidence. 

Participants 
Forty two participants were recruited for the experiment, 
twenty four of them were women. Only lay people with 
respect to the technology of power plants were chosen. All 
persons were paid for their participation. 

Materials 
The instruction informed people that they were participating 
in a learning experiment. A short scenario was presented in 
which the pump system was characterized as an important 
part of a power plant. People were told that it consisted of 
four subsystems and that its state depended on the states of 
these components – but they were not informed about the 
specific causal relationships between those states. Instead, 
they were told that their task was to find out which states of 
the subsystems entailed a proper functioning of the whole 
system, and which states led to a malfunction. 

The state of each subsystem was indicated on a dial (see 
figure 1). Each dial could be “on” (subsystem A and C) or 
“off” (subsystem B and D). Only if the dial was on, the state 
of the subsystem could be read. In this case, the needle of 
the dial was either on the right side - indicating that the 
subsystem was “up” and functioning properly (subsystem 
A) - or the needle was on the left side – indicating that the 
subsystem was “down” (subsystem C). If the dial was off, 
no information about the corresponding subsystem was 
available. In this case, the dial was shown in grey 
(subsystem B and D). Altogether, the state of each 
subsystem was either “up”, “down” or “unknown”.  

Participants could judge the state of the whole system by 
pressing one of two buttons labeled “ok” or “malfunction”. 
For estimating the certainty of their prediction, they had to 
use the scale shown in figure 1. The state of the whole 
system was indicated in a separate field displaying either the 
message “ok” or “malfunction”.  

All materials were evaluated in three pretests with a total 
number of 20 persons. Instruction, technical scenario and 
graphics were revised twice according to the participants’ 
comments. The third pretest finally ensured that the scenario 
provided a plausible cover story and that instruction, task as 
well as all materials were precise and comprehensible. 
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Figure 1: Overview of materials used in all three blocks. 

Procedure 
The experiment was run on an IBM PC under Windows XP. 
Each participant read the instruction and could ask any 
questions before the experiment began. In each trial, the par-
ticipant was first shown the dials of the subsystems. The 
field indicating the state of the whole pump system was 
grey. To predict the state of the whole system, the partici-
pant pressed either the button labeled “ok” or the button 
labeled “malfunction”. Then she judged the certainty of her 
prediction by adjusting the slide shown in figure 1. After 
this judgment, she was informed about the correctness of 
her response by displaying either the message “ok” or “mal-
function” in the field labeled “system”. After this feedback, 
she started the following trial by pressing a “next” button.  

The experiment consisted of three blocks of trials in a 
fixed sequence. Within each block, trials followed a random 
order. The first block aimed at inducing a model of unique 
causation (MUC) in which the proper functioning of 
subsystem A appeared as a sufficient and necessary 
condition for the proper functioning of the whole pump 
system. The block consisted of twelve trials per rule. The 
combination of “subsystem A is up” and “the whole system 
is functioning properly” was presented to induce and 
reinforce the rule RMUC1. The combination of “subsystem A 
is down” and “the whole system has a malfunction” was 
presented to induce and reinforce the rule RMUC2. To support 
an early formation of rules, the dials of the other systems 
were turned off during the first three trials for both rules. 
This was changed for the subsequent trials. The dials of 
other systems were turned on as well, but the information 
they provided was always consistent to the rules of the 
MUC.  Although this consistency ensured that no evidence 

was presented conflicting to the MUC, information about 
the other three subsystems are distractors in this context. 

The second block consisted of six trials per rule and was 
designed differently for two groups of our participants. The 
first group received information contradicting the 
sufficiency of the MUC. People were provided with data 
which were inconsistent with RMUC1 (i.e., the whole system 
was not “ok” although subsystem A was “up”). The second 
group received information contradicting the necessity of 
the MUC. People were provided with data which were 
inconsistent with RMUC2 (i.e., the whole system was “ok” 
although subsystem A was “down”). 

The third block had ten trials per rule and was again dif-
ferent for the two groups. The first group was given infor-
mation that could be used to reestablish the sufficiency of 
the causal model by expanding the model of unique causa-
tion (MUC)  into a model of complex causation (MCC). To 
do so, people had to recognize that subsystem A had to be 
“up” in conjunction with subsystem C. To represent this 
relation, the three rules of the MCC had to be acquired. 
Only data were provided which were in accordance with 
these three rules. The second group was given information 
that could be used to reestablish the necessity of the causal 
model by expanding the MUC into a model of multiple 
causation (MMC). To build up that model, people had to 
recognize that a failure of subsystem A was compensated 
when subsystem B was “up”. Hence, proper functioning of 
subsystem B was an alternative cause for the proper functio-
ning of the whole system. The representation of these rela-
tions required the generation of the three rules of the MMC. 
For this group, only data were presented which were in 
accordance with these three rules. 

Throughout the whole procedure, two basic conditions 
were fulfilled. Firstly, it was ensured from the beginning 
that no data sets were presented which were inconsistent to 
the final model which had to be acquired by each group. 
This means that even the data sets of the first trials aiming at 
building up the preliminary model of unique causation were 
chosen in a way that neither contradicted the MCC nor the 
MMC. Secondly, no ambiguous data sets were used. This is 
important for block three because this block was the first 
one where ambiguity could arise. For the MMC, an 
ambiguous situation would arise if rule R MCC1 was only 
partially matched by the information of a data set. For the 
MCC, data would be ambiguous which do not match rule 
RMMC3 completely. Since any partial matching of that kind 
was completely avoided, ambiguity – as defined above – 
was ruled out in this experiment. 

Design 
Different independent variables were relevant for the three 
blocks. For the first block, a 2-factorial design with repeated 
measurement was realized. The first factor was called “rule” 
with the treatments “ok” (for rules predicting a proper 
functioning of the system) and “malfunction” (for rules 
predicting a failure of the system). The second factor was 
the number of reinforcing trials, called “reinforcement”, 
with twelve treatments. For block two, the factors were 
“rule” (as in block 1) and “discrediting” with six treatments 
(i.e., the number of trials with information inconsistent to 

Subsystem A 

Subsystem C 

Subsystem B 

Subsystem D 

System 

OK 

Malfunction                  ?                               OK      

OFF 
ON 

OFF 
ON 

OFF 
ON 

OFF 
ON 

Malfunction OK 

Next 
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the rules of the MUC). For the third block, the factors were 
“rule” with two treatments and “reinforcement” with ten 
treatments. All designs were designs of repeated measures 
and used certainty judgments as major dependent variable. 

Results 
Figure 2 to 5 show the mean certainty judgments as well as 
the percentage of participants producing the inference 
predicted by the causal model which was supposed to be 
used. An analysis of the percentages revealed that an 
inference opposite to the one proposed by the model was 
drawn in four trials (i.e., in trial 6 of block one, in trial 4 of 
block two and in trial 4 in block three for the MMC as well 
as for the MCC). Since these trials failed to reinforce or to 
discredit the model as planned we decided to exclude them 
from the statistical analysis. In each case, the reason for the 
opposite inference is a distractor which will be explained in 
the discussion. 
First block: Reinforcing the MUC 
Figure 2 illustrates the gradual increase of certainty with the 
growing  number of  reinforcing trials for both rules. This 
trend is interrupted in trial 6 where certainty judgments 
suddenly drop. As mentioned above, this dramatic change is 
caused by a distractor which led 74% of the participants to 
an opposite inference.  

An ANOVA revealed a significant main effect of the 
factor “reinforcement” (F(10,410) = 12.00, p < 0.001, η² = 
0.226) and a significant interaction of “reinforcement” and 
“rule” ( F(10,410) = 4.51, p < 0.001, η² = 0.099). The factor 
“rule” had no significant effect. 

 

 
 

Figure 2: Mean certainty judgments for the MUC depending 
on the number of reinforcing trials. 

Second block: Discrediting the MUC 
Figure 3 shows the percentage of predicted inferences and 
the development of mean certainty judgments over six trials 
discrediting the rules of the MUC. This time, the fourth trial 
produced an opposite inference.  

Data were analyzed by an ANOVA. The factor 
“discrediting” had a significant effect on mean certainty 
judgments (F(3.3, 65.9)=15.70, p < 0.001, η² = 0.440. 
Moreover, a significant interaction between “discrediting” 
and “rule” was shown F(3.3, 62.6)=3.42, p < 0.021, η² = 
0.146). There was no main effect of the factor “rule”.  
  

 
Figure 3: Mean certainty judgments for the MUC depending 

on the number of discrediting trials. 
Third block of trials: Reinforcing MCC and MMC 
Percentages of predicted inferences and mean certainty 
judgments given by participants who learned the MCC are 
shown in figure 4. An opposite inference was drawn in the 
fourth trial. An ANOVA revealed two significant effects: a 
main effect of the factor “reinforcement” (F(9, 180)=9.15, p 
< 0.001, η² = 0.314) and an interaction effect of “reinforce-
ment” and “rule” (F(9,180)=4.75, p < 0.001, η² = 0.192). 

 
Figure 4: Mean certainty judgments for the MCC depending 

on the number of reinforcing trials. 
The other group of participants who learned the MMC 

produced mean certainties that are illustrated in figure 5. 
Again, an inference opposite to the model appeared in trial 
4.  
 

 
Figure 5: Mean certainty judgments for the MMC 

depending on the number of reinforcing trials.  
The ANOVA of the data of this group showed an effect of 
“rule” (F(1,20)=10.29, p < 0.004, η² = 0.340) and of 
“reinforcement” (F(9,180)=8.96, p < 0.001, η² = 0.309) as 
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well as a significant interaction of these two factors 
(F(9,180)=7.59, p < 0.001, η² = 0.275). 

Discussion 
Let us now return to the three questions raised at the begin-
ning of this chapter.  

The results of the first experimental block support the 
assumption that people can easily build up a basic causal 
model, such as the MUC. As the high percentage of 
inferences in concurrence with the causal model show, in 
most people infer the states of the technical system as 
predicted. The certainty of these judgments increases with 
the number of trials confirming the rules of the model. This 
can be equally observed for rules whose conditions are 
matched by positive evidence, such as RMUC1, and for rules 
employed to evaluate negative evidence, such as RMUC2.  

For inferences deduced from such rules, a relatively high 
level of certainty is reached pretty fast and can be preserved 
as long as no “noise” is generated by information about 
irrelevant conditions. In block one, such information is 
provided in the sixth trial and concerns subsystem D which 
is causally irrelevant for the MUC. In the preceding trials, 
the display for D had always been turned off with the 
exception of one data set, where subsystem D had been “up” 
together with subsystem A. Since in that case the resulting 
state of the entire pump system had been “ok”, people might 
have formed the hypothesis that D in conjunction with A 
was necessary for this state (i.e., that the pump system 
would malfunction if either A or D were “down”). This 
could explain why our participants drew an inference 
opposite to the MUC in the sixth trial, where D was 
presented as “down”, and why their certainty judgments 
dropped accordingly. Very similar data constellations and 
corresponding hypotheses were probably responsible for the 
other conspicuous values mentioned in the result section, 
such as the mean certainties of trial four in figure 3, 4 and 5. 
Such deviations from the expected subjective certainties hint 
at the existence of more than one cognitive mechanism for 
inductive rule formation and the derivation of certainties. 
While the validity of a rule might heavily influence the 
certainty of predictions under regular circumstances, 
competing rules obviously come into play when data 
constellations leave room for new hypotheses. 

At the end of block one, the MUC seems to be pretty 
stable with respect to the certainty of inferences. Although 
the data sets remain “noisy”, judgments of certainty are 
mostly close to 0.80 or above and do not fall below 0.73. 
This changes considerably in the second block which aims 
to discredit the MUC. As soon as data sets occur, which 
violate the rules of the model, the certainty of inferences 
starts dropping. Moreover, the percentage of people 
producing the predicted inference decreases as well. These 
observations  provide the answer to our second question. A 
decrease of the validity of a causal model has two effects. 
Firstly, the certainties of inferences deduced from the model 
decrease. Secondly, people seem to start forming rules 
producing alternative conclusions even though conclusive 
information for revising the model is still lacking. 

Such information is not provided before the third block 
which aims at substituting the simple MUC by a MCC for 

one group of persons and by a MMC for the other group. In 
answer to our third question, this block suggest that people 
use such information to revise and extend the model they 
started with. In the course of inductive learning, a signifi-
cant increase of the certainty of predictions is found with a 
growing number of trials reinforcing the models.  

Although the development of certainty judgments over all 
three blocks leaves the impression of a regular pattern, it 
should not be forgotten that a variety of deviations occurred 
from what we had expected. This not only concerns the 
influence of distractors, but also the interaction between the 
factors “rules” and “reinforcement”  respectively “discredi-
ting”. This interaction shows that some trials led to certainty 
judgments departing from the general trend induced by 
reinforcing or discrediting a model. It may indicate that 
people do not value the information about different cases 
equally and that they start looking for alternative rules much 
earlier than expected. Further research is required to investi-
gate the cognitive processes underlying these phenomena 
and to describe them in terms of rule-based causal models.  
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