
ol-
y.
e-
In
a-

at
ns,
,
,

an
s,

P,

,
C

of

fi-
he
ge

-
re
to

g.,

ve
e
’s

he
or
y
y
ys

es
di-
e
al
a-
e

ig-
m
of

nti-
What We Can Learn from Causal Conditional Reasoning
about the Naïve Understanding of Causality

Sieghard Beller (beller@psychologie.uni-freiburg.de)
Department of Psychology, University of Freiburg

D-79085 Freiburg, Germany

Abstract

Causal conditional reasoning means drawing inferences from a
conditional statement that refers to causal content. It is argued
that data on causal conditional reasoning not only tell us some-
thing about how people draw deductive inferences from condi-
tionals, but also provide us with information about how they
understand causal relations. In particular, three principles
emerge from existing data: the modal principle, the exhaustive
principle, and the equivalence principle. An experiment sheds
new light on how people interpret and use conditionals in
causal contexts, and reveals evidence for the proposed repre-
sentational principles.

Keywords: Causality, conditionals, deduction, content effects,
dual source approach.

Introduction
Causal conditional reasoning means drawing inferences
from a conditional premise that refers to causal content. By
evaluating these inferences against the yardstick of proposi-
tional logic, the hope is that causal conditional reasoning
tasks will provide a deeper insight into people’s understand-
ing of conditionals (e.g., Johnson-Laird & Byrne, 2002).
Consider the following example:

(1) If a car is involved in a serious accident,
then the airbag inflates.

According to the conditional relation “If P, then Q”, this
statement first of all expresses that a condition “P” is suffi-
cient for a consequent “Q”. This justifies two inferences,
Modus Ponens andModus Tollens:

MP: “If P,thenQ” and “P” – infer “Q”
MT: “ If P,thenQ” and “notQ” – infer “notP”

In the other two cases,Denial of the AntecedentandAffirma-
tion of the Consequent,

DA: “ If P,thenQ” and “notP”
AC: “ If P,thenQ” and “Q”

it depends on the necessity of “P” whether or not definite
conclusions are possible: If “P” is not necessary for “Q”
(conditional interpretation), then definite conclusions are not
justified. Only if “P” is regarded as necessary for “Q”
(biconditional interpretation) can we definitively infer “not-
Q” from “not-P” and “P” from “Q”.

The content of the Ps and Qs is not important to obtain
these interpretations; the only important aspect is the relation
between the antecedent “P” and the consequent “Q”, which
is established by the terms “if-then”.

In causal conditional reasoning tasks, however, people f
low this content-independent interpretation very rarel
Instead, they interpret the conditional premise content-sp
cifically as a statement referring to a cause and its effect.
addition, they even consider what they know about altern
tive causes for this effect, or about inhibitory factors th
need to be absent for the effect to occur (e.g., Cummi
1995; Cummins, Lubart, Alksnis & Rist, 1991; de Neys
Schaeken & D’Ydewalle, 2002, 2003; Quinn & Markovits
2002; Thompson, 1994).

The data show the following general pattern: If people c
think neither of alternative causes nor of inhibitory factor
then thebiconditional interpretation is typically strength-
ened, and definite inferences are drawn in all four cases (M
MT, DA, and AC). If people can easily think of alternative
causes, then theconditional interpretation is strengthened
that is, MP and MT increase, while the definite DA and A
inferences decrease. If, instead, people can easily think
inhibitory factors, then thereversed interpretation is
strengthened, that is, MP and MT decrease, while the de
nite DA and AC inferences increase. Sometimes, t
retrieval of an alternative cause also activates knowled
about inhibitory factors (Markovits & Potvin, 2001). Analo
gous effects of alternative causes and inhibitory factors we
also found in causal selection tasks that require people
evaluate whether or not a causal conditional is violated (e.
Beller & Spada, 2003; Fairley, Manktelow & Over, 1999).

Typically, these findings are looked at from the perspecti
of conditional reasoning. Thereby, it is asked: What do w
learn from causal conditional reasoning about people
understanding of and deductions fromconditional state-
ments? From this perspective, the experiments show that t
core meaning of the conditional is modulated by semantic
pragmatic information retrieved from long-term memor
(Johnson-Laird & Byrne, 2002) and that people flexibl
include such information in the reasoning process (de Ne
et al., 2002, 2003; Markovits & Quinn, 2002; Quinn &
Markovits, 2002), depending on working memory resourc
(de Neys, et al., 2005). The phenomenon of causal con
tional reasoning, however, is like a coin with two sides: th
form of the premise (a conditional) and its content (a caus
relation). These should, at least initially, be examined sep
rately in order to understand how they mutually influenc
one another (Beller & Spada, 2003). This perspective tr
gers a complementary question: What do we learn fro
causal conditional reasoning about people’s understanding
and deductions fromcausal relations? As detailed in the
next section, at least three general principles can be ide
fied.
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Some Principles of Causal Understanding
Three basic principles of causal understanding emerge from
the causal conditional reasoning data, which may be called
the modal principle, the exhaustive principle, and the equiva-
lence principle (Beller & Kuhnmünch, 2006).

The modal principle was formulated by Goldvarg and
Johnson-Laird (2001). It states that causal knowledge repre-
sents possible and impossible states of the world making
such knowledge particularly useful for prediction and inter-
vention. The use of conditional statements “If P thenQ” is
compatible with the modal principle as conditionals also
define which states of affairs are possible and which are not.
According to the conditional interpretation, for example,
only the combination of “P” and “not-Q” is impossible.

According tothe exhaustive principlepeople try to con-
sider all causally relevant factorsexhaustivelywhen they rea-
son about an effect. Causal factors may contribute to the
effect in different ways, necessitating different ways of inte-
gration: Alternative causes require a disjunction of factors,
while a compound cause requires a conjunction of factors.
The causal conditional reasoning data also support this sec-
ond principle. As explained above, people tend to go beyond
the causal factors mentioned in the conditional and integrate
additional knowledge about alternative causes or inhibitory
factors. In other words: They consider what they regard as
causally relevant for the task at hand. The exhaustive princi-
ple does not imply that people in fact have complete causal
knowledge about the causes for an effect; it only means that
they assume – until there is evidence to the contrary – that
they have considered all relevant factors, as otherwise causal
inferences would not be possible at all.

Finally, the equivalence principle qualifies the relation
between an effect and the whole set of causes for this effect
as anequivalence(Beller & Spada, 2003): Every effect has a
cause (a position going back to the Scottish philosopher
David Hume, 1711-1776; cf. Wilson, 1937), and without a
cause there will be no effect. This corresponds with the
assumption that the world is causally determined and reacts
in a causally reliable manner. While the first two principles
are so basic that everyone swiftly agrees, the equivalence
principle is more critical because it implies that people pre-
sume a strong conception of causation. Goldvarg and
Johnson-Laird’s (2001) mental model theory, for example,
also allows for weak causation (i.e., sufficient but not neces-
sary causes). Furthermore, the causal conditional reasoning
data seem to support the equivalence principle only in parts:
As stated above, people in fact apply abiconditional inter-
pretation to the conditional (in correspondence with a strong
causal relation) but only if they are sure that there are no
other causal factors. If alternative causes or inhibitory factors
come into play, the inference patterns change suggesting
either a conditional interpretation if alternative causes are
thought of, or the reversed interpretation if inhibitory factors
are considered. It is argued in this paper that even in these
latter cases people presume a strong causal relation between
an effect an its causes, but that we need other than condi-
tional reasoning tasks to detect it.

To illustrate this point, let us consider three examples that
all refer to the causal connection between a car accident and
the reaction of an airbag. Provided that a person considers

only the accident causally relevant, according to the mod
and equivalence principle this can be represented as
lows1:

(2) accident Car ↔ airbag_inflation Car

An accident is necessary and sufficient for the inflation of t
airbag justifying definite inferences in all four conditiona
inference tasks (MP, MT, DA, and AC) with reference t
conditional (1): “If a car is involved in a serious acciden
then the airbag inflates.”

If further causal factors come into play, these need to
considered according to the exhaustive principle. In the a
bag scenario, for example, the sensor that triggers the air
reaction may come to mind. It may react in an oversensiti
way or not sensitively enough. An oversensitive sens
opens up the possibility that the airbag is inflated in th
absence of an accident by an alternative cause. This situa
includes a disjunction of causes:

(3) (accident Car ∨ oversensitive_sensor Car )
↔ airbag_inflation Car

An accident is still sufficient, but is no longer necessar
Therefore, definite inferences are possible only in the case
MP and MT (conditional pattern).

The situation is different if, instead, a person assumes t
the sensor is not sensitive enough. This defect correspond
an inhibitory factor that prevents the airbag reaction ev
though a car is involved in an accident. The absence of
defect enters into the causal relation conjunctively:

(4) (accident Car ∧ ¬insensitive_sensor Car )
↔ airbag_inflation Car

Because an accident is necessary for the airbag reaction,
is no longer sufficient, definite inferences are possible on
in the case of DA and AC (reversed conditional pattern).

Note that the equivalence principle can be applied to
three cases equally. It characterizes the relation between
effect and thewhole set of causesas a strong causal relation
However, if more than one causal factor is involved as in (
and (4), the strong causal relation cannot be detected w
conditional reasoning tasks, as these do not require peopl
draw inferences about the whole set of causes but only ab
one factor (“P”) for the effect (“Q”). It is the aim of the fol-
lowing experiment to shed light on people’s interpretation
strategies in causal conditional reasoning and to find e
dence for the proposed causal principles.

Experiment
The experiment uses the airbag scenario described ab
The basic causal connection is introduced by means of c
ditional (1). Then, the salience of an alternative or an inhib
tory factor is manipulated. Finally it is assessed whic
conditional inferences people draw and how the comple

1 Logical operators used and their approximate linguistic form:
P ↔ Q equivalence “If and only if P then Q”
P ∨ Q disjunction “P or Q or both”
P ∧ Q conjunction “P and Q”
¬P negation “not P”
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causal situation is reformulated – as a conditional or a bicon-
ditional statement. It is expected that the inference tasks will
replicate the typical effects of causal conditional reasoning
(partial support for the equivalence principle), while the
reformulation task will fully support this principle.

Method
Materials. Three airbag scenarios were constructed. The

first scenario mentioned onlyone cause, the second addition-
ally mentioned a furtheralternative cause, while the third
scenario additionally mentioned aninhibitory factor.

The relevant causal information was presented in an intro-
ductory section, which described the reason for inventing the
airbag and introduced the causal conditional [additional parts
for the alternative causeand inhibitory factor version are
printed in square brackets]:

The airbag was invented to increase the security of car
passengers. It protects persons in the front seats from
frontal impacts in the case of an accident. [The airbag
inflates triggered by a sensor. Normally,] The airbag
functions according to the following simple causal rule:

If a car is involved in an accident,
then the airbag inflates.

The three scenarios proceeded as follows. In the “one cause”
version, no additional causal factor was mentioned:

Imagine that the airbag of the following cars A to D is
functioning correctly. What can be inferred in this con-
text for the cars A, B, C, and D?

In the two other versions, a second factor was introduced:

Imagine that the sensor that triggers the inflation of the
airbag of the following cars A to D
might react in an oversensitive way{“alternative cause”}/
might not be sensitive enough {“inhibitory factor”} .
However, you do not know for sure whether this defect is
actually present. What can be inferred in this context for
the cars A, B, C, and D?

Then, four inference tasks were presented, corresponding to
MP, DA, AC, and MT with reference to the causal condi-
tional. In each case, three answer options were presented
from which participants were required to choose one:

MP: Car A is involved in an accident.
What follows from this? (a) The airbag inflates.
(b) The airbag does not inflate. (c) It cannot be
decided whether or not the airbag inflates.

DA: Car B isnot involved in an accident.
What follows from this? (a) The airbag inflates ...

AC: The airbag of car C inflates.
What follows from this? (a) The car is involved
in an accident. (b) The car is not involved in
an accident. (c) It cannot be decided whether
or not the car is involved in an accident.

MT: The airbag of car D doesnot inflate.
What follows from this? (a) The car is involved ...

The inference tasks were followed by anevaluation task,
which aimed at examining the perceived sufficiency an
necessity of the antecedent clause of the conditional. T
task repeated the information of the introductory sectio
including the conditional rule. Then, two questions we
posed (each to be answered withYes or No):

Is an accident sufficient for the inflation of the airbag?

Is an accident necessary for the inflation of the airbag?

Finally, a reformulation task required participants to
choose the best reformulation of the causal situation. Its a
was to assess the necessity and sufficiency status of
causal factor(s) as well as its (their) relation to the effect, th
is, whether it is interpreted as a conditional or as a bicon
tional. The task repeated the information of the introducto
section, including the conditional rule. Following this, sever
reformulations were presented, together with the question

Which of the following formulations do you consider to
be most appropriate for explaining to another person the
exact causal relation between an accident [, a sensor tha
reacts in an oversensitive way / a sensor that is not sen
sitive enough] and the airbag reaction?

In the “one cause” scenario, participants had to choo
between a conditional and a biconditional reformulation:

If a car is involved in an accident, then the airbag in-
flates; otherwise you do not know whether or not the air-
bag inflates.{conditional}

If a car is involved in an accident, then the airbagin-
flates; otherwise the airbag does not inflate.{biconditional}

In the scenarios with two causal factors, four rules we
given from which to choose. They were constructed by int
grating the additional factor into the rules presented abo
either conjunctively or disjunctively, resulting in two condi
tional and two biconditional rules. In the “alternative cause
version, the antecedent clauses read as follows:

If a car is involved in an accidentand the sensor reacts
oversensitively, then ...

If a car is involved in an accidentor the sensor reacts
oversensitively, then ...

In the “inhibitory factor” version, these clauses read:

If a car is involved in an accidentand the sensor is sen-
sitive enough, then ...

If a car is involved in an accidentor the sensor is sensi-
tive enough, then ...

Participants. 177 students from introductory courses o
cognitive psychology at the University of Freiburg partic
pated in the experiment. 65 students were male and 1
female; the mean age wasM = 23.8 years (SD= 5.5; range:
19-51; one person did not indicate his or her sex and age

Design and procedure. Participants were randomly
assigned to one of three experimental conditions (n = 59)
corresponding to three scenarios (one cause, alternative
cause, and inhibitory factor). Each participant received a
booklet containing general instructions and six tasks. T
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four inference tasks were presented in one block to ensure
that participants made their inferences on the basis of their
spontaneous interpretation of the scenario. This block was
followed by the evaluation task and the reformulation task.

Results
In order to determine whether the experimental manipulation
of the necessity and sufficiency of the primary cause had the
intended effect, the evaluation task is analyzed first.

Evaluation task: In this task, participants were required to
directly evaluate the necessity and sufficiency of the condi-
tional’s antecedent clause (“a car is involved in an acci-
dent”). According to the typical effects of causal conditional
reasoning, this evaluation should not depend on the condi-
tional form, which does not vary across the three scenarios,
but on the causalcontent that systematically changes the
necessity and sufficiency status of the accident as repre-
sented in the expressions (2), (3), and (4).

Participants’ evaluations are shown in Table 1. The per-
ceived sufficiency of an accident varied as expected across
the three conditions (χ2 = 79.2; df = 2; N = 177; p < .001)
and also the perceived necessity (χ2 = 79.1;df = 2; N = 177;
p < .001). In the “one cause” condition, there was no differ-
ence between sufficiency and necessity (z= -.35; p = .724;
Wilcoxon test). According to the equivalence principle, the
majority of participants evaluated an accident as sufficient
(χ2 = 6.1; df = 1; n = 59; p = .013) and as necessary for the
airbag reaction (χ2 = 3.8; df = 1; n = 59; p = .051). In the
“alternative cause” condition, an accident was mostly
regarded as sufficient but not necessary (z = -7.1; p < .001;
Wilcoxon test), whereas in the “inhibitory” factor condition,
it was regarded as not sufficient but necessary (z = -5.9;
p < .001; Wilcoxon test). Altogether, the experimental
manipulation had the intended effects.

Inference tasks: These tasks assess the four inferences
MP, DA, AC, and MT from causal conditional (1). If people
apply the expected causal interpretations (2), (3), and (4), the
inferences should correspond with the evaluation results.
The influence of the scenarios was first checked for each task
separately by means of aχ2 test comparing the frequencies
of the two critical answers that are predicted by the condi-
tional or the causal interpretation (the third answer option
was omitted in these tests, since it was chosen only in a few
cases). In all tasks, significant scenario effects were found,
indicating a strong influence of the causal context (Table 2).

Next, two aggregated measures were computed for each
participant: the mean percentage ofconditional inferences
and the mean percentage ofcausalinferences. Inspecting the
number of conditional inferences, we find the typical effects
of causal conditional reasoning: Compared to the “one
cause” scenario (61.4%), the number of conditional infer-
ences increased to 91.5% in the “alternative cause” scenario,
and decreased to 10.2% in the “inhibitory factor” scenario;
F(2,174)= 195.6; p < .001. Altogether, 54.4% of all infer-
ences follow the conditional interpretation. Assuming a
causal interpretation fits the data much better: 84.6% of all
inferences are consistent with this interpretation, though
with a significant difference between the “one cause” sce-
nario (74.6%) and the other two scenarios (91.5% and
88.1%);F(2,174)= 9.5; p < .001. An examination of the par-

Table 1: Evaluation of the conditional’s antecedent claus
(%; n = 59 in each group; causally expected answersbold-
faced).

An accident is ...
One

cause
Alternative

Cause
Inhibitory

factor

sufficient 66.1 94.9 15.3

necessary 62.7 6.8 86.4

Table 2: Causal conditional inferences (%;n = 59 in each
group; causally expected answersbold-faced).

One
cause

Alternative
Cause

Inhibitory
factor

MP: The car is involved in an accident. The airbag ...

... inflates. 89.8C 98.3C 8.5C

... does not inflate. 0.0 0.0 3.4

undecidable 10.2 1.7 88.1

DA: The car is not involved in an accident. The airbag ...

... inflates. 1.7 1.7 1.7

... does not inflate. 64.4 11.9 89.8
undecidable 33.9C 86.4C 8.5C

AC: The airbag inflates. The car ... in an accident.

... is involved 61.0 6.8 88.1

... is not involved 0.0 0.0 0.0

undecidable 39.0C 93.2C 11.9C

MT: The airbag does not inflate. The car ... in an acciden

... is involved 0.0 3.4 1.7

... is not involved 83.1C 88.1C 11.9C

undecidable 16.9 8.5 86.4

 Inferences aggregated across all four tasks

conditional 61.4C 91.5C 10.2C

causal 74.6 91.5 88.1

Consistent inference patterns across all four tasks

biconditional 49.2 1.7 3.4

conditional 27.1C 74.6C 1.7C

reversed cond. 6.8 0.0 71.2
indeterminate 1.7 0.0 5.1

ambiguous 15.3 23.7 18.6

C Logically correct according to the material conditional.
MP: χ2 =126.1;df = 2; n = 175;p < .001
DA: χ2 = 77.1;df = 2; n = 174;p < .001
AC: χ2 = 81.1;df = 2; n = 177;p < .001
MT: χ2 = 93.2;df = 2; n = 174;p < .001
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ticipants’ patterns of inferencesacross all tasks shows the
reason why.

For this final analysis, four types of interpretations were
distinguished: biconditional, conditional, reversed condi-
tional (i.e. complementary to the conditional), and indeter-
minate (i.e. giving the answer “undecidable” in all tasks).
The inference pattern of a participant was assigned to a par-
ticular category if all four inferences matched; otherwise, the
pattern was classified as ambiguous. The frequencies of the
various patterns are shown at the bottom of Table 2.

The three conditions did not differ with regard to the total
number of consistent patterns;χ2 = 1.4; df = 2; N = 177;
p = .501. Consistent patterns clearly predominated (80.8%
vs. 19.2% ambiguous on average;χ2 = 67.1;df = 1; N = 177;
p < .001). This suggests that the majority of participants
applied one particular interpretation and solved the four
inference tasks accordingly. Altogether, 115 of the 143 con-
sistent patterns (80.4%) fell into the causally predicted cate-
gories. An accident was quite uniformly regarded as
sufficient, but not necessary in the “alternative cause” condi-
tion (conditional pattern), and as necessary, but not sufficient
in the “inhibitory factor” condition (reversed conditional pat-
tern). In the “one cause” condition, however, only about half
of the participants followed the causally predicted bicondi-
tional pattern, while a substantial proportion followed the
conditional interpretation suggested by the form of the
premise. The reason might be that, in the “one cause” condi-
tion without any further causal context, the task is open to
both interpretations, while taking the alternative cause or the
inhibitory factor into accountnecessitatesthe causal inter-
pretation. Altogether, this analysis reveals that people some-
times follow different, but consistent interpretations, which
are hidden if we analyse each task separately.

Reformulation task: In the final task, participants had to
choose a statement that describes the complete causal situa-
tion. To do this, they needed not only to decide how to inte-
grate the alternative cause and inhibitory factor respectively
(disjunctively vs. conjunctively), but also to determine the
relation between the causal factor(s) and the effect as either
conditional or biconditional. Especially this latter aspect
should give information about the proposed equivalence
principle. The results are shown in Table 3.

First, the additional causal factor was considered in acc
dance with the evaluation and inference results (Table 3A
The alternative cause was integrated by using a disjunct
and the inhibitory factor was integrated by using a conjun
tion; χ2 = 101.5;df = 1; n = 117;p < 0.001.

Second, with regard to the type of conditional (Table 3B
the causally predicted biconditional formulation dominate
although we also found differences between the scenar
χ2 = 11.7;df = 2; N = 176;p = .003. The biconditional inter-
pretation predominated in the “alternative cause” conditio
(84.7% biconditional;χ2 = 28.5; df = 1; n = 59; p < .001),
and in the “inhibitory factor” condition (67.2% bicondi-
tional;χ2 = 6.9;df = 1; n = 58;p = .009). This means that the
majority of these participants regarded the causal factor(s)
exhaustive and applied the equivalence principle: If at lea
one sufficient cause occurs, then the effect will also occ
otherwise not. Interestingly, the support for the equivalen
principle from the “one cause” scenario was not as strong
from the other two scenarios (55.9% biconditional;χ2 = .8;
df = 1; n = 59;p = .362).

What might be the reason for this? A possible explanati
is that some people did not reformulate thecausal relation
between an accident and the airbag reaction, but reform
lated the originalconditional statementinstead, since there
was no need to go beyond this. In the other two condition
however, participants did have to go beyond the original co
ditional, as the reformulation required the integration of
second causal factor; simply re-stating the original cond
tional was no longer sufficient.

Altogether, the reformulation data indicate that people
biconditional interpretations often observed in causal con
tional reasoning tasks do not result from interpreting the co
ditional relation per se, but from a specific understanding
causal relations that includes an equivalence relation.

Discussion
The inferential results reveal the typical effect of causal co
ditional reasoning: People’s answers systematically depe
on knowledge about alternative causes and inhibitory fa
tors. It was argued that these effects result from a spec
understanding of causal relations: Participants regarded
presented causal factor(s) as exhaustive for the effect
question (exhaustive principle), they integrated them accord-
ing to their causal background knowledge either disjun
tively or conjunctively, they regarded them as, togethe
being necessary and sufficient for the effect (equivalence
principle), and they inferred from this which situations ar
possible and which are not (modal principle). Further evi-
dence for these principles is provided by three experime
that replicated the present results and extended them to p
causal tasks without conditional premise and to abstr
causal tasks (Beller & Kuhnmünch, 2006), as well as by
experiment that demanded a differentiation between cau
and enabling conditions (Kuhnmünch & Beller, 2005).

The data also reveal a modulating influence of the con
tional formulation. This again confirms the necessity ofdual
sourceanalyses (Beller & Spada, 2003): Both the domai
general understanding of the conditional and the doma
specific understanding of the causal relation are needed

Table 3: Reformulation of the causal situation (%;n = 59;
causally expected answersbold-faced).

One
cause

Alternative
Cause

Inhibitory
factor1

1 One missing answer;n = 58.

(A) Integration of causes

disjunction – 96.6 3.4

conjunction – 3.4 96.6

(B) Type of conditional

conditional 44.1 15.3 32.8

biconditional 55.9 84.7 67.2
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explain the data. The experiment shows in particular how
these two sources of information play together: People repre-
sent causal relations according to specific principles and rea-
son from these relations with remarkable precision (content
competence). In conditional reasoning tasks, this compe-
tence leads tocontent effects: People’s conditional inferences
are “biased” towards the respective causal interpretation.
This does not mean, however, that their reasoning is deduc-
tively invalid. It only means that people supplement the con-
ditional premise with relevant information from long-term
memory serving as additional premises (cf. Henle, 1962, for
a similar argument). With regard to the underlying causal
relations, the inferences are deductively valid. Interestingly,
our analysis of inference patterns uncovered that many peo-
ple consistently use only one source of information. Finally,
the reformulation task required people to think explicitly
about conditional statements in relation to the causal content
– and, in such tasks, the majority of them mastered the logi-
cal connectivesif-then, and, or correctly (form competence).
Evidence for all three dual source phenomena – content
competence, content effects, and form competence – was
also found in other content domains: with conditional prom-
ises and threats (Beller, Bender & Kuhnmünch, 2005; Beller
& Spada, 2003), with deontic rules that define what is for-
bidden and allowed (Beller, 2003), and with various social
and conceptual relations (Neth & Beller, 1999).

As argued in the introduction, the data on causal condi-
tional reasoning tell us something about how people under-
stand causal relations. Three representational principles
could be generated from these data. However, the same prin-
ciples appeared to also be involved in the interpretation of
deontic rules (Beller, 2003); these principles are therefore
not sufficient to characterize people’s notion of causality
unambiguously. Further aspects are necessary to distinguish
the concept of causality from other concepts, including the
following: Causality is concerned with systematic changes in
the physical world; causes are typically assumed to precede
their effects (cf. Goldvarg & Johnson-Laird, 2001); and
mechanisms are assumed to transmit some sort of force,
energy or “causal power” in order to produce the change
(e.g., Ahn & Kalish, 2000). Only a detailed analysis of how
people understand the concept of causality can help to
explain the full range of phenomena in causal reasoning and
thus in causal conditional reasoning.
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