Do We Really Reason about a Picture as the Referent?
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Abstract the previous case, however, the hypothesized operation
o ) ) _ is notan operation on the hinge picture, but an operation
A f.'%”";'.‘l??”t pcfnrtlon r?_f ”l‘e previous t?‘CCOL(mtS oélunfer- on the physical hinge the picture depicts. You may refer
ential utiliies ot grapnical representatons (€.g., sloman, : : [
1971; Larkin & Simon, 1987) implicitly relies on the exis- back to t.he hlnge_plcture now and then, but what your in
tence of what may be callddferences through hypothet-  ference is about is the movement of the upper leg of the
ical drawing However, conclusive detections of them by  hinge, not the movement of the upper line of the hinge

means of standard performance measures have turned out picture. You areeasoning about the picture’s referent
to be difficult (Schwartz, 1995). This paper attempts to fill rather than the picture itself.

the gap and provide positive evidence to their existence I th fu . b he pi .
on the basis of eye-tracking data of subjects who worked V\,/'e_ » the concept ot “reasoning about the picture it-
with external diagrams in transitive inferential tasks. self” is thus clear, but is it real? Are we really engaged

in that type of inferences in some cases? If so, how do
Schwartz (1995) cites an intriguing example to dis-We tell when we are?

tinguish what he calls “reasoning about a picture as the Schwartz (1995) himse#fssumedhe existence of that
referent” from “reasoning about the picture’s referent.” type of inferences, and went on to investigate what fea-
Suppose you are given the picture of a hinge in Figurdures of pictorial representations encourage it. As it
1 and asked to tell whether the two marks on the leggurned out, however, it was not easy to determine, from
will meet if the hinge closes. If, in solving this problem, response time and solution performance alone, when a
(a) you assume that the upper line of the hinge picturesubject was engaged in the second type of inferences.
swings down to the lower line, (b) infer that the mark The precise nature of this type of inferences is simply
on the upper line will meet the bottom mark, and thenunknown, and we have little clue to its “cash value,”
(c) conclude that the mark on the upper leg of the hingghamely, its impact on subject performance in inferential
will meet the bottom mark, you ameasoning about the tasks. This led Schwartz to coin an operational defini-
picture as the referentThis is so because (a) you con- tion of this type of inferences, identifying it with what he
sider a hypothetical (not actual) operation on the givercalls “feature-based reasoning.”
diagram, namely, the downward swing of the upper line, In this paper, we will back up a little and test the ex-
(b) you make an inference about the results of this hypoistence assumption of the first type of inferences itself.
thetical operation, and (c) you project this inference to a&Our experiment consisted in observing eye-movements

inference about the physical hinge. of subjects working with diagrams in transitive inference
tasks, and it was specifically designed to verify whether
the subjects were engaged in reasoning about diagrams
/ themselves. The issue is important since, as we will see
shortly, a significant portion of the previous accounts of
/ the inferential utility of graphical representations (Slo-

man, 1971; Larkin & Simon, 1987; Narayanan, Suwa,
Figure 1: A schematic picture of a hinge (Schwartz,g.‘ Motoda, 1995) relies on_the existence of such _inferen_-
1995) tial procedure_s. A'nd for this precise reason, positive evi-
dence for their existence would amount to the discovery
of a new form inferences that generalizes the seemingly
The alternative way to solve this problem is to use thediverse phenomena reported in the diagrammatic reason-
picture only as an information source or a memory-aid.ing literature. To reason about a picture itself, if it ever
You (a) interpret the given picture to obtain information occurs, is to exploit a matching between geometrical or
about the initial state of the hinge, (b) assume that the uptopological constraints on a graphical representation and
per leg of the hinge swings down to the lower leg, and (c)constraints on its referent (Shimojima, 1995), and in that
infer that the mark on the upper leg will meet the mark sense, its discovery would also be the demonstration of
on the lower leg. Here again you consider a hypothet-one precise way a cognitive agent interacts with graphi-
ical operation and make an inference about it. Unlikecal representations to unburden inferential loads.
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A little more precisely, the main question of this paper or purchased. The linB is a demand curve, and the lines
is whether the following type of inferences really exist: S andS’ are supply curves in different conditions, afid

. ) . andFE’ are equilibriums in different supply conditions.
In the presence of a visually accessible graphi- q PRY

cal representation, an agent assumes a hypothetical P
transformation of the graphic that adds a premise

to it, infers about the result of the transformation,

and translates an obtained conclusion to a conclu-

sion about the referent of the graphic.

In the following, we will call this type of inferences-
ferences through hypothetical drawiftHD inference”
for short). We will first clarify the breadth of this concept
by reviewing some representative studies of diagram-
matic reasoning and showing the inferential processes

described in them are special cases of HD inferences. Wﬁigure 3: A Supply and Demand Graph from Macro-

will then report our main experiment designed to verify Economics (Larkin and Simon 1987)
the existence of HD inferences.

Examples Larkin and Simon asked what the effect on the equi-

Sloman (1971) presented one of the earliest, yet clearedPrium will be of imposing a manufacturer's tax éf
discussions on the phenomenon of hypothetical drawingdo!lars on a unit of the commodity if the initial curve is
He observed that we can solve certain inferential prob=> @nd the initial equilibrium. Expressing that change

lems more easily when we use diagrammatic represeril the graph amounts to moving up the curve labeled as
tations than when we use only symbolic representations.S” vertically to the position of the 5™ curve, and it
For example, ifAB in Figure 2 represents a ditch, and Would move the intersection with thel” curve to the
CD represents a movable plank, how should we movdosition labeled asE’." This shift of the intersection

the plank until it lies across the ditch? in turn means a price increase and a quantity decrease
of the commaodity, with the price increase less than the
A amount of the tax. Here, a simple operation on an el-
¢ ement (the §” curve) of the graph lets us infer effects

of the corresponding change in a particular market sit-
uation. Although Figure 3 actually shows the result of
that operation as theS’” curve and therefore the oper-

B D ation is not strictly hypothetical, we might well perform
the same inference just by assuming the operation. Ac-
cording to Larking and Simon, the “great utility of the

Figure 2: The Ditch-Plank Problem (Sloman 1971) diagram” arises from “the fact that it makes explicit the

relative positions of the equilibrium points, so that the

According to him, our ability to solve these problems conclusions can be read off with the help of simple, di-
efficiently “seems to depend on the availability of a bat-rect perceptual operations.” “Perceptual operations” in
tery of ‘subroutines’ which we can bring to bear on partsthis passage are clearly cases of hypothetical drawing in
of spatial configurations, transforming them in specificour sense.
ways representing changes of certain sortstirer con- In fact, Larkin and Simon also considered situations
figurations.” In many cases, these subroutines are pewhere the demand is more elastic. On the surface of the
formed internally: we only “imagine or envisage rota- graph, this amounts to considering cases where the curve
tions, stretches and translations of parts” of a diagramlabeled “D” are flatter. On these assumptions, the verti-
Thus, for the ditch-plank problem, we can “envisage” cal distance of £’ and “E” would be less while their
moving the smaller rectangular leftward with a little ro- horizontal distance would be grater. This in turn means
tation. This is a hypothetical operation on parts of thethat on such “elastic’ demands, the price increase is less
relevant diagram, an instance of hypothetical drawing inwhile the quantity decrease is greater as the result of tax-
our sense. ing of k. This time, the operations on thé" curve are

Beside their well-known analysis of information- purely hypothetical, and their results are not physically
indexing functions of diagrams, Larkin and Simon reflected in the graph. Yet we can “see directly” the ef-
(1987) discussed instances of graphical representatiorfects of such hypothetical operations on the graph, and
that afford hypothetical drawing. Among them is the infer about different demand situations of the market.
type of graphs commonly used in macro economics (Fig- Narayanan et al. (1995) analyzed verbal protocols
ure 3), where the abscissa represents the quantity of af subjects working on “behavior hypothesis problems,”
commodity produced or demanded, and the ordinate repwhere they used a schematic diagram of a mechanical
resents the price at which that quantity will be supplieddevice to predict its behaviors on a given input opera-
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tion. For example, subjects were given the diagram in
Figure 4 and asked to predict how the state of the entire

device will change when high-pressure gas is pumped in
through holeA in the direction of arrow.
space A piston spa}ce B | hole B
I
HJ W Figure 5: A vertical position diagram expressing the
hole ﬂ spring premise thatX is bigger thar” (left). The result of up-

dating the left picture by adding the second premise that
Z is bi thanX (right).

Figure 4: Diagram for a Behavior Hypothesis Problem 's bigger than’ (right)

(Narayanan et al. 1995)

Of course, there has been significant controversy as to
hether correlations really exist between the content of
explicitly contains a sub-process which we would call né?g;%:t'gg?é?g ‘i‘ggfﬁa mg\r/aei?gn(t:s’hgl}l]t rlegc9e8nt ?2#?'35
“hypothetical drawing.” In their model, subjects processgo reaccumulaté osit}veeevidence fo(r)corr,elatiori Sat Iezst
three types of internal representations when solving a be- P

havior hypothesis problem: “conceptual frames” that endN the case of elongated scanning or image movements.

code conceptual knowledge about the device, and tw&n particular, the experiments by Brand and Stark (1997)

types of “visual representations” that encode informa-ndicate the existence of such correlation when the sub-

tion about the given diagram itself, rather than the deJects are engaged in imaging tasks on the base of a given

vice depicted by it. In particular, in the process called;’;SSllizl i?]cce:lgze(g-grf C%E'%{iegﬁsrat?_ﬁsth?gv?dués [ams?%rr]]g
“visualization,” subjects simulate spatial behaviors by y X P 9

incrementally modifying these internal representationsSUpport to our methodological assumption.

of the diagram. They “transform the represented diayain Design Suppose, in a deductive inference task,
gram by manipulating diagram elements that represenfq, were shown the leftmost picture in Figure 5 in a dis-
individual components”, where manipulations conta|nsp|ay while hearing the premise thatis bigger thar".
such general operations a®ve, rotate , copy , and  The patural interpretation of the picture is then that the
delete as well as component specific ones such asgpoyeness relation holding between the square labeled
compress-spring . ; L “ X" and the square labeled™ means the “biggethan”

The influential work on “mental animation” Dy re|ation holding between the objectsandy”. Now sup-
Hegarty (1992) might be a!so taken to refer to a form Ofpose you hear the second premise thds bigger than
HD-inferences on pulley diagrams, but her own charac-x yoy are then asked wheth®tis bigger thart’. Since
terization of the process seems neutral about whether the,e apoveness relation means the bigian relation in
mental animation is about the movements of the graphihe cyrrent semantic convention, if this second premise
cal elements of a pulley diagram itself or about the move+s i pe added to the picture, a square labelétshould
ments of the physical parts of the actual pulley system. o placed above the square labeldd™resulting in the

Trafton and Trickett (2001) present interesting re-nqated picture in Figure 5. It would then be easy to an-
search on “spatial transformations”, defined as cognitivesyer the question, since th&* square is clearly above
operations on “internal (i.e., mental) image” or “exter- g “y square méaning thdf is bigger thary.
nal image (i.e., a scientific visualization on a computer- |, o experiment, however, neither the experimenter
generated image).” Thus, spatial transformations seem tgoy the subject added this second premise to the picture.
comprise hypothetical drawing, except that the latter ar§sead, we observed how the subject’s eyes move when
confined to hypothesized operations on external image ae second premise was given and when the question was

The process model proposed by Narayanan and his
colleagues about the inferential procedure in this tas

opposed to mental operations on internal image. asked. If a subject is engaged in an HD-inference, then
E . he or she must assume a hypothetical operation of draw-
Xperiment ing a“Z” square above theX” square and then evaluate

Assumption Our experiment was based on the how this hypothetical operation would change the config-
methodological assumption that a mental operation (suchration of the picture. Thus, on the basis of the method-
as hypothetical drawing) on a visual scene is correlatedlogical assumption described above, we expect that the
with eye-fixation patterns on the scene, when the mensubiject’s fixation points would move between the blank
tal operation involves a elongated scan of the scene. Farea above theX” square (the “hypothetical drawing
example, when we imagine a person in our visual scengosition”) and the ¥ square. If the subject uses the
to walk from the scene’s left end to the right end, we as-picture only as a memory-aid for the first premise or uses
sume that the eye fixation is significantly more likely to it for no specific purpose, then the fixation points would
move from the left end to the right end than when no suchot necessarily move in this way. Thus, we expect that
imagination takes place. the subject’s eye-fixation pattern should reveal the use of
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[ emire ] Table 1: Hypothetical drawing positions (H.D.P.) of each

left type of problems used in the experiment.
s right
] _ Type Diagram H.D.P. Type Diagram H.D.P.
g ] middle a vertical | uppermost b vertical | Towermost
5 c horizontal | rightmost d horizontal leftmost
© = e horizontlal IIeftmost f horizomlal rightmost
= g vertical owermost h vertical uppermost
=
- _
g
§ ] leftmost rightmost . i i .
2 L L a,...,h, according to the combinations of the premise

types, the syntactic types of accompanying diagrams,
Figure 6: Forms of vertical and horizontal position dia- and the semantic rules associated with them. Note that
grams used in the experiment. The adjectives (“upper,different types of problems would have differemtpo-
“lower,” “middle,” etc.) expressing different areas of di- thetical drawing positionsnamely, places in diagrams
agrams are also defined. where new squares would be drawn if second premises
were added. For example, the problem cited in the be-
ginning of this section has the hypothetical drawing po-
) S sition in the uppermost area of the diagram. If, however,
hypothetical drawing, if it ever occurs. the second premise were that the bear is smaller than the
cat, the hypothetical drawing position would be the low-
Preparation of Stimuli  We created a total of 48 tran- ermost position. Table 1 shows the hypothetical drawing
sitive inference problems as stimuli. Each problem con-position for each problem type.
sists of two premises and a yes-no question, where the
first premise relates one objekt to the othery” with a ~ Procedures We asked 10 subjects (2 females and 8
transitive relation®, the second premise relatésto the =~ males, ages: 22-28) to solve the 48 problems thus pro-
third objectZ with the same relatio® or its inverseR, ~ duced. In each case, the subject wore a cap equipped
and the question is whether these premises implyhat with NAC eye-tracker EMR-8, facing to a 90-inch pro-
has the relatiorR or R to the first objectX. jection screen 10 feet away. With the jaw placed on a
A total of 6 pairs of a transitive relation and its in- fixed support, the subject first solved six practice prob-
verse were mentioned in the problems:fiantof and  lems. After the calibration of eye-marks, the subject
behind, tathe eastof and tathe westof, biggerthan then solved 24 problems with horizontal position dia-
and smalletthan, brighterthan and darkethan, heav- grams and 24 more problems with vertical position dia-
ierthan and lightethan. We asked 7 independent sub-grams. The premises and the question was given in tape-
jects to make visualizability and spatializability assess-ecorded voice, with the first premise accompanied by a
ments about each pair of relations (Knauff & Johnson-diagram displayed in the computer display. In each trial,
Laird, 2000). The subjects used the scale from 1 (veryjthe subject pushed the space bar of a keyboard to proceed
difficult) to 7 (very easy). As the result, the mean rat- to the next premise, to the question, or to the next prob-
ings ranged from a moderately visualizable pair (5.63 folem. The subject pushed the “4” key to answer “yes” to
biggerthan and smallethan) to a moderately unvisual- the question and the “6” key to answer “no.” There was
izable pair (2.75 for brightethan and darkethan) and  no key for going back to the previous stage or for cor-
from the highly spatializable pair (6.38 for_fnont_of recting the answer. The movement of the subject’s right
and behind) to a moderately unspatializable pair (2.3&Ye was tracked and recorded throughout the session.
for brighterthan and darkethan). _ Due to a calibration failure, we had to exclude the en-
We designed the problems so that they may systemfire data of one subject from our analysis. Of the re-
atically vary in two respects. First, they varied in the Maining 432 trials, the subjects gave correct answers in
syntactic structure of the picture displayed with the first362 trials (84 %), and we analyzed only these trials. We
premise. That is, a half of the problems come with verti-avoided trials with incorrect answers in order to exclude,
cal position diagrams such as the left diagram in Figureds much as possible, accidental eye-movements caused
6, while the other half come with horizontal position di- Py simple mishearing of premises or questions.
agrams such as the right diagram in Figure 6.
Secondly, the problems varied in the semantic con- Results
vention associated with the displayed picture. That isOverall tendency Figures 7 and 8 show typical pat-
for each problem where a syntactic relatiBhindicates  terns of eye fixations during individual trials. Each indi-
the target relatiorR, there was a corresponding prob- vidual figure shows the fixation pattern in the period after
lem where the same syntactic relati® indicates the  the first premise was presented with the diagram until the
inverse target relatioR. For example, the problem cited subject pushed an answering key. The sizes of circles ex-
in the last section has a counter-part problem where theress the lengths of fixation durations.
aboveness relation in the displayed diagram indicates the The left figure in Figure 7 shows eye fixations during
smallecthan relation rather than the biggiran relation.  a solution of a typer problem, and it is visually clear
Thus, the problems were divided into eight typesthat eye fixations concentrated in the upper area of the
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Table 2: Counts of trials classified in terms of the areas
covered by eye fixations and the problem types, where
problems were presented with vertical position diagrams.

fower | upper | entire | middle | total

type-a&h 5 31 8 45 89
(-3.4) | (25) | (0.6) | (0.4

type-b &g 35 9 5 40 89
(3.4) | (-2.5) | (-0.6) | (-0.4)

total 40 40 13 85 178

Table 3: Counts of trials classified in terms of the areas
covered by eye fixations and the problem types, where
problems were presented with horizontal position dia-
1grams.

Figure 7: Eye fixations in a trial on a typeproblem
(left), on a typeb problem (middle), and on a type-
problem (right); the sizes of circles express durations o

st . ; e ; _ right left | entire | middle | total
f|xat|o_ns, approxmate_ pqsmons of two squares in the ac ype-d&e 3 g T 5o ox
tual diagram are also indicated. (-36)| 21) | 12| (0.4
type-c & T 33 9 4 44 90
(3.7) | (-2.1) | (-1.2) | (-0.4)
total 36 37 15 96 184

3.47,p < 0.001, two tails), while it is significantly
longer in the leftmost part in typé-and typee problems

(n = 92,z = 3.06,p < 0.002, two tails). On the other
hand, another majority of trials showed concentrations of
fixation points in the small middle part of the diagram (as
shown in the bottom figure).

Fixation ranges What range of the diagram did eyes

cover during each trial? Tables 2 and 3 show the counts
of trials classified in terms of the areas of diagrams cov-
ered by fixations and the types of problems being solved.
Table 2 shows the case with vertical diagrams, while Ta-
ble 3 shows the case with horizontal diagrams. As both
diagram. The middle figure shows eye fixations during atables show, about a half of the trails have eye fixations
solution of a typeb problem, and this time, they gath- concentrated on the middle range of diagrams, consist-
ered in the lower area. Thus, in both cases, the subing of the two squares and the blank space in between.
ject eyes moved between the existing squares and thEhe other half of the trails, however, had wider fixation

hypothetical drawing position. In fact, the large-sampleranges, spreading over either up, down, to the left, to the
Wilcoxson signed-rank test shows that the net fixationright, or to the entire diagram. And in these cases, fixa-
time is significantly longer in the uppermost part thantion ranges have a very significant dependency on types

Figure 8: Eye fixations in a trial on a typeproblem
(top), on a type: problem (middle), and on a type-
problem (bottom).

in the lowermost part in type-and typeh problems
(n = 92,z = 3.78,p < 0.001, two tails) while it is
significantly longer in the lowermost part in typeand
typey problems ¢ = 92,z 3.70,p < 0.001, two
tails).

of problems both for the vertical caseg (= 35.59, p <
.001) and the horizontal caseg{ = 38.62,p < .001).
That is, when a subject was engaged in a type-type-
g problem, eye fixations tended to spread over the lower
range of the diagram, while with a typeer type+ prob-

On the other hand, there are a significant number ofem, they tended to cover the upper range. With a type-
cases where eyes did not move to hypothetical drawing OF type:f problem, eye fixations tended to cover the
positions, but concentrated on the small middle part offight-side range of the diagram, while with a tygesr
the diagram. The right figure shows a typical example oftype< problem, they tended to cover the left-side range.
that fixation pattern. ) .

A similar tendency was found in trials with horizon- Discussions
tal diagrams. On the one hand, a majority cases ha@®verall, the cases in our data can be divided into two
eye fixations between the existing squares and the hybroad classes: the class of cases where fixation points
pothetical drawing positions. See the top and the mid-concentrated on the middle part of the diagram (181
dle figure in Figure 8. In fact, the net fixation time is cases in total), and the class of cases where fixation
significantly longer in the rightmost part than in the left- points spread beyond the middle part (181 cases in to-
most part in type: and typef problems & = 91,z =  tal). In the second class of cases, the subject exhibited a
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very strong tendency to move their eyes back and forthtson about the distal object. Those structural constraints
between the actual graphical elements (i.e. two square®)n graphics serve as scaffolding to one’s deductive en-
and the hypothetical drawing position. deavor, even if it may be eventually thrown away. Of
Now, it is not our concern to investigate what infer- course, different types of graphics (e.g., maps, graphs,
ential strategy or strategies the subjects were engagdihe drawings) have different types of structural con-
in the first class of cases, where they fixed their eyes tatraints, and hence the kinds and qualities of supplied
the small area consisting of the actually drawn squaresscaffolding must vary accordingly. In particular, the
Whatever the explanation may be, whatever inferentiamatch and mismatch between structural constraints on
strategies this class of cases may represent, our datgaphics and constraints on their referents will be an
clearly indicate that, in the second class of cases, whereimportant determinant of the quality of the scaffolding.
subject wagotengaged in those inferential strategies, heThus, our finding suggests, this factor is one of the dom-
or she seems to be engaged in an inference through hyaant ones that regulate the way cognitive agents interact
pothetical drawing. And this type of cases accounts for avith external graphics in inferential tasks.
half of the trials that we observed. So, our results indicate

not only the existence of HD-inferences, but their gener- Reference

ality or pervasiveness in this type of inferential tasks.  Brandt, S. A., & Stark, L. W. (1997). Spontaneous
Moreover, our data indicate that the strong depen- Eye Movements during Visual Imagery Reflect the

dency was preserved over a certain syntactic variance of Content of the Visual Scendournal of Cognitive

the displayed diagram: it was observed no matter the dis- Neurosciengd(1), 27-38.

played diagram was vertical one or horizontal one. PerDemarais, A. M., & Cohen, B. H. (1998). Evidence for
haps more importantly, the tendency was preserved over image-scanning eye movements during transitive

semantic variances of the displayed diagram too. For ex- inference Biological Psychology49, 229-247.
ample, it was observed both in case the aboveness rel&degarty, M. (1992). Mental Animation. In Glasgow,
tion in diagrams means the smalkban relation and in J., Narayanan, N. H., & Chanrasekaran, B. (Eds.),
case the same aboveness relation means the hilgger Diagrammatic Reasoning: Cognitive and Compu-
relation. This indicates that the observed fixation pat- tational Perspectivespp. 535-575. AAAI Press,
terns were controlled by the particular syntactic and se- Menlo Park, CA. )
mantic rules associated with the diagram itself. Knauff, M., & Johnson-Laird, P. N. (2000). Visual and
This in turn ensures that the observed eye movements ~ Spatial Representations in Relational Reasoning.
were indicative of mental operations on the present di- In Proceedings of the Twenty-Second Annual Con-
agram scene (hypothetical drawing), rather than mental ~ ference of the Cognitive Science Sociefy. 759—

operations on some other independent image constructed _ 763. _ .
for the objects or situation represented by the diagrambarkin, J. H., & Simon, H. A. (1987). Why a Diagram Is

For such mental imaging, if it ever existed, would not (Sometimes) Worth Ten Thousand Words. In Glas-
change its syntax and semantics as those of the displayed ~ 99W. J., Narayanan, N. H., & Chanrasekaran, B.
diagram do, and hence would be reflected in a unified fix- (Eds.), Diagrammatic Reasoning: Cognitive and
ation pattern independent of the diagram’s syntacticand ~ Computational Perspectivepp. 69-109. AAAI
semantic variation. Our data showed that on the contrary, Press, Menlo Park, CA.

(g\larayanan, N. H., Suwa, M., & Motoda, H. (1995). Hy-
pothesizing Behaviors from Device Diagrams. In
Glasgow, J., Narayanan, N. H., & Chanrasekaran,
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semantic variation.
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. . . and Computational Perspectivepp. 501-534.
Thus, our experiment gave clear evidence for the exis- AAAI Press. Menlo Park. CA
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postulated in previous studies of diagrammatic reasonshimojima, A. (1995). Operational Constraints in Dia-
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Moreover, the concept of HD-inference identifies the ing in Intelligence.Artificial Intelligence 2, 209—

common structure of the seemingly diverse processes 225.
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