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Abstract

This paper describes simulations of implicit learn-
ing experiments. It compares simulations using con-
nectionist models with existing simulations using
symbolic models. It addresses an interesting issue
raised by proponents of symbolic models, namely,
the claim that implicit learning is better modeled
by symbolic rule learning programs. This paper
revisits such an issue by quantitatively comparing
connectionist simulations with symbolic ones, in the
context of the serial reaction time task of Lewicki et
al (1987). This comparison is interesting because it
helps to clarify, to some extent, some long stand-
ing confusions compounded by many claims and
counter-claims. It also points to the idea of hybrid
connectionist and symbolic models.

Introduction

There have been a variety of simulations of implicit
learning experiments. The majority of them are con-
nectionist, while some are symbolic. Proponents of
symbolic models, however, raised some interesting
issues. They claim that implicit learning is “better
modeled by symbolic rule learning programs” (Ling
and Marinov 1994), and symbolic models are better
for “not only conscious processing but also uncon-
scious processing”, based on some limited success of
modeling Lewicki’s experiments (Lewicki et al 1987)
using C4.5, a decision tree learning algorithm de-
veloped by Ross Quinlan. In this paper, we will
revisit such claims by quantitatively comparing con-
nectionist simulations with symbolic ones, especially
in the context of the serial reaction time (SRT) task
of Lewicki et al (1987). This comparison is interest-
ing because it helps to clarify, to some extent, some
long standing confusions compounded by many sim-
ilar claims and counter-claims.

Some background is in order here. With regard to
the serial reaction time task specifically, Cleeremans
and McClelland (1991) simulated an SRT task in-
volving nondeterministic grammars. They employed
a recurrent backpropagation network that saw one
position at a time but developed an internal context
representation over time that helped to predict next
positions. The model succeeded in matching human
data in terms of degrees of dependency on preceding

segments in a sequence (i.e., conditional probabili-
ties). However, their success was obtained through
introducing additional mechanisms for several types
of priming (e.g., short-term weight changes and ac-
cumulating activations). They did not deal with
capturing directly the reaction time data of their
subjects.

Ling and Marinov (1994) simulated the SRT data
from Lewicki et al (1987), using a symbolic deci-
sion tree learning algorithm (i.e., C4.5). Their model
produced data on quadrant prediction accuracy and,
based on the data, they succeeded in matching the
human reaction time data, using a transformation
that included a power function (for capturing un-
specific learning). However, they did not attempt
the match without such a power function.

Similarly, Lebiere et al (1998) simulated data on
SRT using ACT-R. The simulation was based on a
combination of instance-based learning implemented
in ACT-R and a set of hand-coded, symbolic, a priori
rules. A fit with data was found.

It has been claimed, on the connectionist side,
that a vast majority of human cognitive activities
(i.e., implicit processes), including “perception, mo-
tor behavior, fluent linguistic behavior, intuition in
problem solving and game playing — in short, prac-
tically all skilled performance”, can only be modeled
by subsymbolic computation (connectionist mod-
els), and symbolic models can give only an impre-
cise and approximate explanation to these processes
(Smolensky 1988). It has also been claimed, on
the symbolicist side, that “one and the same algo-
rithm can be responsible for conscious and noncon-
scious processes alike” | or even that implicit learning
“should be better modeled by symbolic rule learning
programs” (Ling and Marinov 1994). See also Fodor
and Pylyshyn (1988).

This argument is in a way similar to what has
been happening in relation to modeling past-tense
acquisition in children (including how to capture the
U-shaped curves in the process). For arguments and
counter-arguments concerning advantages or disad-
vantages of connectionist and symbolic models in
relation to past-tense acquisition, see, for example,
Christiansen et al (1999). In this paper, let us look
into the simulation of implicit learning specifically.



Simulating Lewicki et al (1987)

The Model. CLARION is a general cognitive archi-
tecture capable of simulating a variety of cognitive
data (see Sun 1999, Sun et al 2001). The model
consists of two levels: an implicit learning level (the
bottom level) that learns using trial-and-error pro-
cesses through a combination of backpropagation
and reinforcement learning (i.e., Q-learning) algo-
rithms (Watkins 1989, Sun and Peterson 1998); an
explicit learning level (the top level) that learns ex-
plicit rules through on-line hypothesis testing based
on information from the implicit level (the bottom
level), which was termed “bottom-up learning” in
Sun et al (2001). Bottom-up learning proceeds by
first constructing the most specific rule that corre-
sponds to a “good” decision made by the bottom
level, and then refining (generalizing) it through
examining the result of applying the rule, mainly
through the use of an “information gain” measure
that compares the success ratios of various modifi-
cations of the current rule.

Note that for this type of task, there is no sig-
nificant amount of explicit learning in human sub-
jects, as shown by Lewicki et al (1987). (This point
can be controversial; more discussions later.) Corre-
spondingly, in the model, the top level is not relevant
(practically speaking). A parameter in the model is
set in accordance with domain characteristics, which
prevents explicit learning from occurring. The pa-
rameter concerns the minimum frequency of repeti-
tions of a pattern in order for the afore-mentioned
explicit learning to occur (see Sun et al 2001 for de-
tails of explicit learning).

In the bottom level, a simplified learning pro-
cess was employed, again in accordance with domain
characteristics, in which the backpropagation algo-
rithm was used but temporal credit assignment (Q-
learning) was not. This was because in this task,
subjects predicted one position at a time, with im-
mediate feedback, and thus there was no role for
temporal credit assignment (Q-learning) to play.

Specifically, in the model, Q(z,a) computes the
likelihood of the next position a, given the infor-
mation concerning the current and past positions z.
The actual probability of choosing a as the current
prediction (of the next position) is determined based
on the Boltzmann distribution, as is common for Q-
learning:

eQ(z,0)/a

Pale) = < o aa

where a controls the degree of randomness (temper-
ature) of the decision-making process. This method
is also known as Luce’s choice axiom (Watkins 1989).

The error signal used in the learning algorithm is
as follows:

AQ(z;a) = a(r+ymax(y,b)-Q(z,a) = a(r-Q(z,a))
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Figure 1: Identification trials and matrix scanning
trials.

where z is the input, a is one of the outputs (the pre-
dictions), r = 1 if a is the correct prediction, r = 0
if a is not the correct prediction, and ymaxy(y,b)
(which represents Q-learning of Watkins 1989) is set
to zero because of the fact that only one-step predic-
tion is involved in this task. This process amounts to
a variant of the backpropagation algorithm. Based
on the error measure, the backpropagation algo-
rithm is applied to adjust internal weights (which
are randomly initialized before training) as usual.

The Task. The task was based on matrix scan-
ning: Subjects were to scan a matrix, determine the
quadrant of a target digit (the digit 6) and respond
by pressing the key corresponding to that quadrant.
Each block consisted of six identification trials fol-
lowed by one matrix scanning trial. In identification
trials, the target appeared in one of the quadrants
and the subject was to press the corresponding keys.
In matrix scanning trials, the target was embedded
among 36 digits in a matrix, but the subject’s task
was the same. See Figure 1. In each block of 7 trials,
the actual location of the target in the 7th (matrix
scanning) trial was determined by the sequence of
the 6 preceding identification trials (out of which 4
were relevant). 24 rules were used to determine the
location of the target on the 7th trial. Each of these
rules mapped the target quadrants in the 6 identifi-
cation trials to the target location on the 7th trials
in each block. 24 (out of a total of 36) locations
were possible for the target to appear. The major
dependent variable was the reaction time on the 7th
trial in each block.

The whole experiment consisted of 48 segments,
each of which consisted of 96 blocks of 7 trials (so
there were a total of 4,608 blocks). During the first
42 segments, the afore-mentioned rules were used to
determined target locations. However, on the 43rd
segment, a switch occurred that reversed the out-
comes of the rule set: the upper left was replaced by
the lower right, the lower left was replaced by the
upper right, and so on. The purpose was to sepa-
rate unspecific learning (e.g., motor learning) from
prediction learning (i.e., learning to predict the tar-
get location on the 7th trial).

The Data. The reaction time data of three sub-



jects were obtained by Lewicki et al (1987). See Fig-
ure 2. Each curve showed a steady decrease of reac-
tion times up until the switch point. At that point,
there was a significant increase of reaction times.
After that, the curve gradually lowered again.

The Model Setup. The input to the model con-
tained (a sequence of) 6 elements, with each element
having 4 possible values (for 4 different quadrants).
! The output contained the prediction of the 7th
element in a sequence. Thus, 24 input units (repre-
senting 6 elements, with 4 values each), 24 output
units (one for each possible location of the 7th ele-
ment of a sequence), and 18 hidden units were used.
We tried various parameter settings. The best learn-
ing rate was 0.5, with a momentum term of 0.2. The
model was trained by presenting the stimulus mate-
rials in the same way as the human experiment de-
scribed by Lewicki et al (1987), without any further
embellishments or repetitions of the materials.

Because in this experiment there were a total of 6%
sequences with each consisting of 7 elements, the set-
ting was too complex for subjects to discern the se-
quence structures explicitly, as demonstrated in hu-
man experiments by various explicit tests done by
Lewicki et al (1987). Computationally, no explicit
representation of knowledge could be extracted in
the model, because the large number of sequences
entailed that there were no sufficient repetitions of
any particular sequence throughout the experiment,
which prevented the model from coming up with any
rule. The density parameter was set to be 1/50; that
is, at least one repetition (of a sequence) was neces-
sary every 50 blocks in order to maintain an explicit
rule (Sun and Peterson 1998). In this task, there
were 4,608 presentations of sequences and there were
6* = 1296 different sequences, and thus on aver-
age the repetition rate of any sequence was only
0.0007716.

A note concerning the existence of explicit knowl-
edge in implicit learning tasks in general is in order
here. It has been hotly debated whether there is a
significant amount of explicit knowledge involved in
implicit learning tasks and whether explicit knowl-
edge can account for the performance in such tasks
(see Sun et al 2001, 2002 for reviews). Without
getting into details of such debates, we can reason-
ably believe that, although explicit knowledge may
be present in many implicit learning tasks, the ex-
istence of a significant amount of such knowledge is
highly unlikely in the task of Lewicki et al (1987),
given the complexity of their task setting (Sun et al
2002). This was the assumption made in our simula-
tion, although it would not change our main points
even if this assumption was dropped.

The Match. We were able to create an error rate
curve going downwards (averaged over 10 runs to

LA sequence of 6 elements was assumed to be within
the capacity of the short-term working memory.

acton Time (seconds)

T —=— e

Figure 2: Matching Lewicki’s data using linear
transformation. See Figure 4 for parameter values.

ensure its representativeness), resembling Lewicki et
al’s reaction time curves. The model reached 100%
accuracy at a point before the switch. See Figure 3.
The question is how we should translate the error
rates into reaction times.

One way of translation is through a linear trans-
formation from error rates to reaction times (as com-
monly used in existing simulation work); that is,
RT; = a % e; + b, where RT; is the reaction time
(in ms), e; is the error rate, and a and b are two
free parameters. For each set of human data, we
adjust the parameters to match the data. One pos-
sible interpretation of linear transformation is that
it specifies the time needed by a subject to search for
a target item as well as the time needed by a sub-
ject to respond to a target item without searching
(through correctly predicting its location); that is,

RT; =ae; +b= b(] —e,') + (a—f—b)ei

where b is interpreted as the time needed to respond
to an item without searching (since 1—e; is the prob-
ability of successfully predicting the location of a tar-
get item), and a+b is interpreted as the time needed
to respond to an item by first searching for it and
then responding to it (after finding it). So, instead
of relying on additional functions (as in e.g. Ling
and Marinov 1994), this method relies only on error



rates to account for human performance in terms of
reaction times.

Another way of generating reaction time from pre-
diction accuracy is through a formula used by Ling
and Marinov (1994):

RT; = t1(1 — ei) + toe; + Ba™t

where t; is the time needed to respond when there is
no search (using correct predictions), t2 is the time
needed to respond when search is necessary, B is
the initial motor response time, and « is the rate
at which the motor response time decreases. The
third term is meant to capture unspecific practice
effects (mostly resulting from motor response learn-
ing). In other words, in this formula, we separate
the motor response time from the search time and
the prediction time (as represented by ¢; and to re-
spectively). Note that, if we set B = 0, we have
t; = b and t3 = a + b and thus this equation be-
comes the same as the previous one. This formula
takes into account the independent nature of motor
learning, as separate from the learning of prediction
of target locations. However, it involves two more
free parameters.

Using the linear transformation (without the
power function), we generated three sets of data
from the error rate curve reported earlier, 2 one
for matching each human subject in Lewicki et al
(1987), using different a and b values for each sub-
ject. 3 As shown in Figure 2, the model outcome
fit the human data well up to the point of switch-
ing (segment 42). When the switch to a random
sequence happened, the model’s reaction times be-
came much worsened whereas the subject’s reaction
times suffered only slightly (although in a statisti-
cally significant way). 4

When curve fitting, we used Microsoft Excel Solver
to find the best parameter values (e.g., a and b in a *
x + b) such that the difference between the model data
and the subjects data was minimized. Microsoft Excel
Solver uses the Generalized Reduced Gradient nonlinear
optimization algorithm.

3The error rate curve reported earlier was the best
curve and happened to match all three subjects approx-
imately equally well after the transformation (with dif-
ferent parameters for each subject). Note that Ling and
Marinov (1994) also used a single error rate curve to
match different subjects with different parameters for
transformation.

“We tried many different parameters but discovered
that the size of the jump tended to vary little (unless
the match as a whole was bad). It is clear, from our
experiments with different settings of the parameters,
that, if the model learns the sequences perfectly before
the switch (as is the case with our model), the model
data inevitably have huge jumps. However, the more of
the sequences it does not learn, the flatter the curve and
the less the jump. Although this may model Subjects 1
and 3 satisfactorily, Subject 2 has a large drop in reaction
time early on which is best matched by having the model
increase its accuracy in a rapid manner.
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Figure 3: The model prediction errors.

Subject 1: [ a =320 b =430
Subject 2: | a =860 b =620
Subject 3: | a =170 b =530

Figure 4: Parameters for matching Lewicki’s data.

Next, we added the power function, in order
to compare our simulation with Ling and Marinov
(1994). After adding the power function, we re-fit
the parameters. The effect of adding the power func-
tion was that we reduced the contribution from the
model prediction (i.e., the error rate e;) while we
took into consideration the contribution from the
power function. In this way, we obtained a much
better match after the switch and a good match be-
fore the switch at the same time.  See Figure 6.
Note that in the figure, we used exactly the same pa-
rameter settings (for a,b, B, and @) as in Ling and
Marinov (1994). These parameters might be further
optimized, which led to a slightly better fit but the
difference was not significant.

The match between our model and the human
data was excellent as measured by the sum-squared
errors. Compared with Ling and Marinov (1994),
CLARION (with the power function) did better on
two of the three subjects, using the same param-
eters for transformation as Ling and Marinov did.
See Figure 7 for a comparison.

So, what conclusion can we draw concerning the
relative merits of the two models? The next section
attempts to answer this question in a more theoret-
ically oriented way.

Connectionist vs. Symbolic Models

Revisiting the argument of whether connectionist or
symbolic models are better models (see Introduc-
tion), what do the above simulations have to say
about it? To put it simply, we believe that this issue
is a red herring. Being able to simulate some limited

*By adding the power function, we were able to re-
duce the total difference between the jumps in our curves
and the corresponding jumps in the subject data by half.
This comparison suggested that the amount of benefit
the human subjects got from their predictions (i.e., by
lowering e;) was, although significant, relatively small.
Significant benefit was gained through the improvement
of motor responses as represented by the power function.



Figure 5: Parameters for matching Lewicki’s data
with power functions added (as in Ling and Marinov
1994).
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Figure 6: Matching Lewicki’s data with power func-
tions added. See Figure 5 for parameter values.

data of implicit learning amounts to very little, in
that any Turing equivalent computational process,
that is, any generic computational model, should be
able to simulate these data. Thus, the simulation
of data by itself does not prove whether a particular
model is a suitable one or not (cf. Roberts and Pash-
ler 2000). Other considerations need to be brought
in to justify a model.

We would suggest that one such issue is accessibil-
ity (Sun 1995, 1999, Cleeremans et al 1998). While
symbolic models of implicit learning lead to explicit
symbolic representation of implicit knowledge (e.g.,
Ling and Marinov 1994, Lebiere et al 1998, Anderson
1993) that is evidently accessible (without using any
add-on auxiliary assumptions), connectionist mod-
els of implicit learning lead to implicit (subsymbolic,
distributed) representation of knowledge that is in-

Subj.I: [ t1 =150 ¢ =350 B =700 a=0.33 model subj.1 | subj.2 | subj.3
Subj.2: | t1 =150 t» =350 B=1600 a=0.33 CLARION w/o power f. 0.30 1.85 0.14
Subj.3: | t1 =100 ¢, =210 B=800 «a=0.19 CLARION w/ power f. 0.07 | 025| 0.05

Ling & Marinov (1994) 0.14 0.43 0.04

Figure 7: Comparing the goodness of fit in terms of
SSEs.

herently inaccessible (such as in the bottom level of
CLARION).

Note that it is generally not the case that dis-
tributed representations (as in the bottom level of
CLARION) are absolutely inaccessible, but they are
not as immediate as localist representations. Dis-
tributed representations may be accessed through
indirect, transformational processes. As Kirsh
(1990) put it, “explicitness [of representation] re-
ally concerns how quickly information can be ac-
cessed........ It has more to do with what is present
in a process sense, than with what is present in a
structural sense”. The accessibility difference be-
tween the two levels should be understood in this
way.

Thus, connectionist models have a clear advan-
tage: Being able to match human implicit learn-
ing data (at least) as well as symbolic models, they
also account for the inaccessibility of implicit knowl-
edge better and more naturally than symbolic mod-
els (Cleeremans et al 1998, Sun 1999). In this sense,
they are better models.

On the other hand, it is generally agreed upon
that symbolic/localist models have their roles to play
too. They are better at capturing explicit processes,
including their accessibility (Smolensky 1988, Sun
1995, 1999).

This contrast lends support to the belief that,
since connectionist models are good for implicit pro-
cesses and symbolic models for explicit processes,
the combination of the two types should be adopted
in modeling cognition (Sun 1995, 1999). There have
been many philosophical and psychological theories
related to this point (Sun et al 2001): See, e.g.,
James (1890), Schacter (1987), Reber (1989), Stan-
ley et al (1989), Clark and Karmiloff-Smith (1993),
and Sun (1999). This combination is exemplified by
the CLARION model (Sun et al 2001).

This combination may also shed some light on the
issue of consciousness, because the implicit/explicit
difference involves, in its core, the issue of awareness,
which is the key to consciousness (Cleeremans et al
1998). The representational distinction provides a
plausible grounding for the notion of awareness (see
Sun 1999 for details of theoretical arguments).

Simulating Other Tasks

Beside modeling the data from Lewicki et al (1987),
CLARION has also been applied to model a variety of
other SRT experiments, including Curran and Keele
(1993) and Willingham et al (1989). Notably, in



these tasks, due to sufficient repetitions of sequen-
tial patterns, explicit learning of these patterns was
involved, although implicit learning was dominant.
Therefore, the top level of CLARION was utilized.
Together, the model demonstrates the interaction
between implicit and explicit learning (Sun et al
2002).

Beside SRT simulations, CLARION can capture
data from many other implicit learning tasks. These
tasks include artificial grammar learning (Reber
1989) and process control (Stanley et al 1989) (see
Sun et al 2002). In addition, CLARION has also sim-
ulated extremely complex skill learning tasks as well,
such as the minefield navigation task (see Sun et al
2001). The generality of CLARION has been amply
demonstrated, on top of its cognitive validity.
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