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Introduction
The real world environment around humans is mostly
dynamic. Choosing a video-game “Pac-Man” as a rep-
resentative of the dynamic situation typical of everyday
life, we have explored players’ behavior through psy-
chological experiments and a case study (Ogasawara &
Ohno, 1999). “Pac-Man” is a game where a player con-
trols a character called Pac-Man to eat dots on a maze
while escaping from four enemies called ghosts which
chase Pac-Man. Also, under some specific conditions,
Pac-Man can kill ghosts to get extra points.

In this presentation, we discuss a computational model
of the player implemented in the Soar architecture. To
model the real time task performance, we extended the
Soar architecture by adding perceptual and motor pro-
cessors, and by synchronizing both the game progress
and I/O processor with the cycles of the model. In the
following section, we explain our Soar extensions and a
player model on the extended Soar architecture.
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Figure 1: Diagram of the Model

Model
The Soar-8 architecture is the base of our model. The
perceptual (input) and motor (output) processors are
added to interact with the game (Fig. 1). The basic
concept of the architecture is similar to another extended
Soar architecture, NOVA (Wiesmeyer, 1992), with a few
differences in visual information representation and a
synchronization method.

The perceptual processor generates visual information
in the working memory (WM). The visual information
of the game is represented by relations between static
objects (e.g., “road”, “corner”, etc...), dynamic objects
(“Pac-Man”, “ghost”, etc...), and their state. Some meta-
representations like “sequence of dots” are also included

in the visual information. The quality of visual informa-
tion differs between the attended area and the unattended
area. This attention mechanism is modeled by control-
ling “focus” through the motor processor, and by obscur-
ing some relations, like connection information between
“roads” and “corners”, in the peripheral area.

Synchronization between the game and the model is
based on the “decision cycle” of Soar, which is estimated
about 100 ms (Newell, 1990). Also, the delay for percep-
tual and motor processing is implemented by delaying
transfer between WM and the processors for one deci-
sion cycle.

We test this extended architecture with a player model
that uses keystroke level operators and attention control
operators directly. The model is based on an “escaping
from enemies” strategy that is effective for many action-
type video-games. This naive model “looks at” Pac-Man,
and attempts to chase dots and avoid ghosts. Our hu-
man player data shows that novices mainly depend on
this strategy and look at Pac-Man more often than ex-
perts do. Though we have not examined its behavior with
the human players’ data closely, this model earns about
the same points as novices do. We will construct another
model grounded on our extended GOMS analysis (Ohno
& Ogasawara, 1999) of a human player’s data.
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