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Abstract

Do people lam categories by abstacting prototypes,
form ing simple miles, rem embering specific exem plars,
or by som e com bination of these? A lthough some con-
sensus seem s o be em erging for a com bination of mile
form ation and exem plar m em orization, recent work has
wvived Interest n prototype abstaction Eeg., Smih et
al, 1997; Smih & M inda, 1998). W e reexam ned this
eoent evidence w ith an eye tow ard an altemative sinple
strategy subjcts could use w ithin those particular stud-
ies. A very sinple stategy, availbble in som e categoriza-
ton tasks in which conective feedback is supplied, is to
classify the cunrent stimulus In the sam e category as the
previous stmulus if the two are sufficiently sin ilar t©
one another. This sinple stategy m akes no recourse o
stored category representations of any kind. And this
strategy w ill be usefiil only under certan circum stances.
Reexam ning the work by Smih and ocolleagues, we
found that those category stuctures that produced evi-
dence for prototype abstraction could be “leamed,” at
least to som e degree, using this sinple stategy. M ore-
over, sinulated data sets created using this sin ple strat-
egy were better fitted by a prototype m odel than an ex-
emplarmodel. W e argue that evidence for prototype ab-
straction fiom the studies by Sm ith and colleagues m ay
e w egkerthan they origmally clain ed.

Introduction

D o people leam categories by abstracting prototypes,
form ing miles, rem em bering exem plars, or som e com bi-
nation of these? T the dom an of leamng novel percep-
tual categories, we can trace an evolving dom inance of
various theoretical accounts from mile form ation via hy-
pothesis testng In the early years of categorization re-
search (eg., Buner et al.,, 1956; Trabaso & Bower,
1968), to prototype abstraction E€g., Homa, 1984 ; Pos-
ner & Keele, 1968; Reed, 1972), to exemplr storage
and retrieval eg., Hntzman, 1986; M edin & Schaffer,
1978; N osofsky, 1986) .M ore recently, there hasbeen a
1eam erging Interest n the I portance of mile leaming n
categorization €g.,Allen & Brooks, 1991;Nosofsky et
al., 1994 ;N osofsky & Palneri, 1998).Thishasled to a
variety of hybrid accounts proposing a com bination of
mle leaming and exemplar m em orization eg., Exick-
son & Kmschke, 1998; Johansen & Palnerd, 2001;
Palmeri, 1997; Palneri & Johansen, 1999; see alwo
Adhby et al, 1998). Arguably, there seams to be an
em erging consensus for some kind of combmation of

mle form ation and exem plar m em orization In category
leaming. How evey, there has also been reem erging In-
terest In the potential wle of prototype abstraction in
category leaming as well, at least under certan condi-
tons eg. Smih etal, 1997; Smih & M Inda, 1998).
The goal of the present article was to critically reexam -
Te this evidence forprototype abstraction that has been
provided by Sm ith and colleagues.

Evidence for Prototype Abstraction

A ccording to prototype m odels, people leam catego-
ries by averaging their experiences w ith specific exem -
plrs to derive an abstract prototype and classify new
objects according to sin ilarity o stored prototypes. By
contrast, according to exem plarm odels, people rem em -
ber nform ation about specific exem plars, with no ab-
straction of prototypes or other summ ary representa-
tons, and classify new objects according to their sin i-
Jarity to the stored category exem plars. N um erous stud-
ies have compared and contrasted the ability of exem -
plar models and prototype models to account for ob-
serwed categorization data - the majrity of studies
found that exem plarm odels provided a far superior ac-
ocount, both qualiatively and quantitatively eg., Buse-

Tablk 1 :An exam ple category structure from
Sm ith and M inda (1998),Experinents1 and 2.

Category A Category B
Stucture  Stmuli Stucture Stmuli
Categories L nearly Separable
000000 banul 111111 kepio
010000 benuly 111101  kepib
100000 kanul 110111  kenio
000101 banib 101110 kapxy
100001 kanub 011110  Dbepiy
001010 bapury 101011  kapurmw
011000 bepuly 010111 Dbenio
CategoriesN ot Liinearly Separable
000000 gafuzi 111111 wysemw
100000 wafizi 011111 gyser
010000 gyfuzi 101111 wasew
001000 gasuzi 110111 wyfer
000010 gafuri 111011  wysumw
000001 gafizo 111110 wyserd
111101 wYysezo 000100 gafezi




meyeretal., 1984;M edin & Schaffer, 1978; Palmeri &
N osofky, 2001 ; Shin & Nosofsky, 1992).

Challenging this previous w ork, there have been som e
recent studies that have reexam ned the potential ex-
plnatory pow er of prototype m odels com pared t© ex-
emplar models under a variety of conditons. Tn this
w ok, prototype m odels have been found to provide su-
perior fits to some data (Sm ih et al, 1997), especially
early h category leaming Sm ih & M Inda, 1998).

Smih et al. 1997) conducted a series of category
leaming experim ents using structures and stm uli quite
gin ilbr o those chown In Tablke 1. Stmuli were six-
letter (6D ) pronounceable nonsense w oxds com posed of
altemating consonants and vow els. A t each position in
the word, one of tw o possible letters could appear €g.,
the first letter could be eitherg orw ). The two catego-
resw ere generally form ed around a prototype 9., ga-
fuziversus wysemw) w ih m ost category m em bers differ-
g from their category prototype along one or two
dinensions (g., gasuzi. Category stuctures were
either Inearly separable L.S) or nonlinearly ssparable
NLS). Lnearly ssparable categories are those that can
be partitioned on the basis of som e weighted additive
com bination of nform ation along the individual din en-
sions M edin & Schwanenflugel, 1981). As shown I
Table 1, the nonlnearly separable categories have an
exception iem that is sin ilar to the prototype of the
contrasting category Eg. wysezo In the gafuzi
category) . Tn the first experin entof Sm ith etal. 1997),
one set of category stuctures w as elhtively easy ELS
and ENLS) and another set of category stuctures was
relatvely difficult OLS and DNLS).

Each subject leamed one of the four possible cate-
gory stuctures. On each tral of the experiment, the
subject was presented w ith one of the item s random Iy
selected from one of the two categories t© be leamed.
The subjct classified the item as a m em ber of category
A orcategory B and then received corrective feedback .

Sm ith etal. 1997) tested the ability of prototype and
exemplar models to account for the probabilites of
classifying each stim ulus as a m em berof category A or
B on an mdividual subjectbasis. A cross all four condi-
tions of Experiment 1, they found that the prototype
model provided a better account of the ocbserved data
than the exem plarm odel forhalf of their subjects. Their
evidence for a prototype model advantage is summ a-
rized In Table 2.A YES in the second colim n signifies
that at Jeast som e proportion of the individual subjects
w ere displaying categorization behaviorthata prototype
m odelw asbetterable t© account for.

To illustate, focusing on the ENLS category, the
subgroup of subjects that a prototype m odel better ac-
counted for averaged 92% , 78% , and 23% conect on
the prototypes, nom al iem s, and exception iem s, re-
soectively. Consistent w ith the predictions of the proto-
type m odel, these subjects enoneously classified the ex-
ception item s as being m em bers of the category of the
prototype they were most sin ilbr to. By contrast, the

subgroup of subjects that an exem plarm odel better ac-
counted for averaged 81% , 79% , and 51% conect on
the prototypes, nom al item s, and exceptions.

Smih et al. 1997) and Smih and M inda (1998)
provided firrther evidence for a prototype m odel advan-
tage across a series of experim ents. O ne m anipulation
they perform ed varied the number of dim ensions pre-
sent In the simuli. W ih six dim ensions 6D ) it ispossi-
ble © crate well-differentiated categories (those w ith
high wihnh-category smibrity and low between-
category sin ilarity) w ith m any m em bers. H ow ever, w ith
only four stmulus dim ensions @D ), categories tend to
be much Jess differentiated and tend to be much an aller.
Sm ith and colleagues have argued that prototype m od-
els chow their advantage where prototype abstraction is
most Ikely to succeed, under those conditons where
categories are composed of stmuli w ith many din en-
gions, where categories are large In size, and where
categories are w ell differentiated . @ s a furtherm anipu-
lation, In som e experin ents nonsense words w ere used,
while In other experim ents cartoon anin als were used.)
As summarized in Tabl 2, Smih et al. 1997) docu-
m ented a series of conditions underw hich som e propor-
tion of subjcts used pmwtotype abstraction. In Sm ith
and M Inda (1998), evidence for prototype abstraction,
if present, was observed in the early stages of category
leaming; exemplar m odels generally fared better than
prototype models n later stages of leaming. For ex-
perim ents from thatarticle, a YES i the second colmn
of Table 2 signifies that a prototype m odel provided a
Superior account of early stages of category leaming.
As shown In Table 2, for some of the category struc-
tures Sm ih and colleagues tested, no evidence for pro-
totype abstraction w as cbserved.

A Sin ple C ategorization Strategy

T all of the experin ents cited In Table 2, prototype and
exem plarm odels w ere tested on their ability t© account
for category leaming data. This data w as obtaned from

trals n which subjects w ere presented a stim ulus, m ade
a response, received feedbadk, were presented the next
stmulus, made a regonse, received feedback, and =0
on.Ourgoalwas to Investigate whether som e subjects
could be using som e form of the follow ing very sinple
stategy to provide the comrect answ er w ithout elying
on abstracted prototypes or leamed exem plars.

W e will use the category stucture shown n Table 1
as an example. Suppose on some trial, a subject is
shown the follow Ing stim ulus

gafuzi
and is then asked to classify it as a m em ber of category
A or category B . The subject responds category A and
the com puterprovides the follow ing feedback
CORRECT ,gafuziisamemberofcategory 4
Suppose the subject isnextpresentad this stm ulus
gafuri
and is asked t© classify it. The subject could =ly on ab-
stacted prototypes, or rEmembered exemplars, or



form ed miles. But pethaps a far sinpler stategy is t©
classify it in the sam e category as gafuzi since they are
9 sin ilar t© one another. The com puter just verified
thatgafuziisamemberofcategory A so it is reasonable
o guess that gafurim htalso be a m emberof category
A as well. The subjct responds category A and the
com puter provides the follow ng feedback

CORRECT,gafuriisamemberofcategory A
Suppose the subject isnextpresented this stm ulus

waserw
and is asked to classify it W ell, this stmulus looks
quite different from the previous stmulus, gafurd, o it
m ghtm ake sense to classify it n the opposite category
as gafuri. The subjkcts responds category B and the
com puter provides the follow ng feedback
CORRECT ,wasew isamemberofcategory B
Fially, suppose the subject is presented this stm ulus
gafezi

W ell, this stmulus looks very different from the previ-
ous one, waser, 0 itm ghtm ake sense to classify tin
the opposite category . The subject responds category A
and the com puterprovides the follow ng feedback

W RONG ,gafeziisamemberofcategory B
Exam ining Table 1, we see that this stim ulus is the ex-
ception t© category B . U sing this very sinple stategy,
our subjectwould seem to perform quite well at classi-
fying everything but the exceptions. Recall that Sm ith et
al. 1997) reported that their subjects whose data was
best fit by a prototype m odel consistently classified the
exceptions in the w rong category asw ell.

Tablk 2 : Evidence for Prototype Abstraction from
Sm ith etal. 1997) and Sm ith & M inda (1998).See
textfora key to the experin entnotation.

Experin ent Pototypes?  Stategy?
Sm ith etal. 1997)

Experimentl 6D ELS YES YES

Experimentl 6D DLS YES YES

Experimentl 6D ENLS YES YES

Experimentl 6D DNLS YES YES

Experinent2 4D NLS NO NO

Experinent2 6D NLS YES YES
Smih & M inda (1998)
Experimentl 6D LS YES YES
Experinentl 6D NLS YES YES
Experinent2 6D LS YES YES
Experinent2 6D NLS YES YES
Experiment3 4D LS NO NO
Experinent3 4D NLS NO NO
Experinent4 4D NLS NO NO
Experinent4 6D NLS YES YES

Note. The second column Prototypes) indicates
w hether evidence for prototype abstraction w as ob-
sewed. The thid ocolmn Stategy) hdicates
whether the sinple stategy yields above chance
perform ance.

Doesthe Sin ple Strategy W ork?

This is cettainly a stategy that subjects could use
classify stmuli In an experin ent. But, does it really
work? In many cases, no. For exam ple, ket us consider
the experim ents reported by M edin and Schw anenfligel
(1981). D ifferent groups of subjects leamed linearly
separable and nonlnearly separable categories. Their
reaults wer Inportant because they found
that NLS categories could be easier to leam than LS
categories, a result moonsisent w ith additive prototype
models. By contrast, this result was an a prior predic-
ton of m ulbplicative exem plarm odels. Let us first ex-
am Tne the category stucture from the third experin ent
from M edin and Schw anenfligel (1981) In som e detail.
U sing an abstract notation, forthe LS stmicture, stmuli
I category A were 0111,1110, and 1001 and stmuliin
category B were 1000, 0001, and 0110. For the NLS
stucture, stmuli I category A were 1100, 0011, and
1111, and stmuli in category B were 0000, 0101,1010.
W e performed a M onte Carlo sinulation of the sinple
strategy using these tw o category structures. Foreach of
1000 simulated subjects for each stucture, we gener-
ated a rndom sequence of sdmulus trials. On each
sinulated tral, if the curent stim ulis m atched the pre-
vious one on more than two din ensions, then the same
category response as the previous stimulis was used. If
the current stim ulus m atched the previous one on fewer
than two din ensions, then the other category response
was used. If the current stim ulus m atched the previous
one on exactly tw o din ensions, then a random r=sponse

Table 3 : Best fitting model (exem plar or proto-
type) to data sinulated using the sinple stategy.
See text fora key to the experim entnotation.

Experin ent Prototypes? M odel
Sm ith etal. 1997)
Experimentl 6D ELS YES Prototype
Experimentl 6D DLS YES Prototype
Experinentl 6D ENLS  YES Prototype
Experinentl 6D DNLS YES Prototype
Experiment2 4D NLS NO -
Experiment2 6D NLS YES Prototype
Smih & M inda (1998)

Experimentl 6D LS YES Prototype
Experimentl 6D NLS YES Prototype
Experiment2 6D LS YES Prototype
Experiment2 6D NLS YES Prototype
Experinent3 4D LS NO -
Experiment3 4D NLS NO -
Experiment4 4D NLS NO -
Experin ent4 6D NLS YES Prototype

Note. The second colmn Prototypes) indicates
w hether evidence for prototype abstraction w as ob-
served. The thid colmn M odel) ndicates
w hether the Prototype or Exem plarm odel provided
abetter fit to the sin ulated data.



was generated. Averaging across 1000 sinulated sub-
Fcts, this stategy produced just34 1% accuracy on the
LS stucture and 33.7% accuracy on the NLS stucture.
To see why this simple stategy produced accuracy far
worse than justguessing, letus exam Ine the NLS stuc-
ture.Both NLS categories contan stm uli thatm iam atch
each otheron every dinension (1100 and 0011 in cate-
gory A, 0101 and 1010 in category B). W hen these
m ism atcthing stmuli follow one another, they always
produce the wong regoonse eg., enoneously catego-
rizing 0011 as a member of category B because it is
preceded by 1100 which was labeled a m em ber of cate-
gory A).M oreover, on other pairs of sequential trials,
stmuli that follow one another match on exactly half
the din ensions, producing a random regoonse.

This sin ple stategy fails at other category structures

as well. For the second expermment of M edin and
Schw anenflugel (1981), the sinple stategy produced
46 6% accuracy fortheir LS stmcture. For the category
stucture friom Experiment 4 of M edin and Schaffer
(1978), the sinple stategy produced 44 6% accuracy.
Applying the sinple stategy to the classic category
structures from Shepard, Hovland, and Jenkins (1961),
we obtain predicted accuracies for their problem Types
IV as following: Type I : 708% , Type II : 427% ,
Type III : 573% , Type IV : 570% , Type V :431%,
Type VI : 152% . In addition to underpredicting the
overall level of accuracy observed when subjects leam
these various categories, this simple stategy m ispre-
dicts the order of difficulty of the various problem
types. For separable-din ension stim uli, the difficulty of
the problem s isordered I< IT< MLV V < VI Nosof-
sky et al., 1994; see also Nosofky & Palmeri, 1996).
C Jearly, this sin ple strategy is notw hat subjects can use
n m any categorization experin ents.

But, the sinple sttategy does work wellwhen “leam-
Ing” other category structures. Let us tum now to the
category structures shown in Table 1, which were used
n Experments 1 and 2 of Smih and M inda (1998).
Follow Ing the procedure described above, we used a
M onte Carlo sin ulation procedure to generate categori-
zation responges for the LS and NLS categories using
the sinple stategy. For each of 1000 simulated sub-
Jects, we generated a random  sequence of stm uli, w ith
each stim ulus presented once perblock.On each tral, if
the current stim ulus m atched the previous one on m ore
than three dim ensions, then the category of the previous
stim ulus was used. If the current stim ulus m atched the
previous one on fewer than three din ensions, then the
other category w as used . If the current stim ulusm atched
the previous one on exactly three dimensions, then a
rEndom regponse w as generated..

U sing this sin ple strategy, accuracy of approxin ately
73% conect was possible for both the LS and NLS
category structures excluding the tw o exceptions in the
NLS stucture, which the stategy enoneously classi-
fied, the overall accuracy for the rem aining iem s was
over 84% ). The overall perform ance is less than the ac-

curacies achieved by subjcts In Smih and M nda
(1998) by the end of leaming, which was slightly over
80% conect for both smuctures. How ever, in their ex-
perim ent, evidence for the use of pmwtotypes was only
cbserved during the early blocks of leaming. Sm ith and
M Inda fited the prototype and exemplar models t©
blocks of 56 trials and found that the prototype m odel
fitted better than the exem plar m odel during the early
blocks of leaming. Ik seem s quite possible that subjects
m ght sartoutusing the sim ple strategy during the early
blocks of leaming, especially sihce the stategy cor-
rectly classifies nearly three out of four item s. As sub-
Fcts acquire m ore experience w ith the categories, they
may begh to chift to using stored exem plar infom ation
o In prove perform ance.

W e next tested the ability of this sinple stategy t©
conectly categorize stimuli fiom the other category
stuctures used by Smith and colleagues. As summa-
rized n Table 2, the sinple stategy produced above
chance categorization n just those category stuctures
that Sm ith and colleagues found evidence forprototype
abstraction . For notation, those category stmictures for
which the sim ple stategy works are Indicated by aYES
T the thid column of Tablk 2. Could the apparent use
of prototypes actually be a signature for the use of this
very sin ple strategy nstead?

W hich M odelF itsBeter?

Suppose that subjects are engaging In this sinple stat-
egy of com paring the current stm ulus w ith the previous
one and selecting the category label accordingly. Letus
further assum e that they are not abstracting prototypes,
are not leaming mles, and are not r=m em bering exem -
plars. Sm ih and colleagues obtamed daa from their
subjects and com pared how w ell a prototype m odel and
an exem plar m odel acoounted for categorization judg-
m ents. If subjects are using the sin ple stategy, would a
prototype m odel or an exem plarm odel provide a better
account of the categorization judgm ents produced using
this sin ple stategy?

W e will focus on just those stuctures for which the
sin ple stategy actually yields above chance categoriza-
ton, as ndicated by a YES 1n the third colmn of Table
2.Ushg the sinple stategy, we emplyed the M onte
Carlo simulation techniques discussed earlier to gener-
ate data from a large num ber of simulated subjects for
each of the indicated category stmictures. W e then ex-
am ned how well a prototype model or an exemplar
model accounted for this smulated data. Clearly one
possibility is that the prototype model accounted for
som e of the sim ulated data and an exem plarm odel ac-
ocounted forthe restof the simulated data. A farm ore In-
teresting possibility is that either an exem plarm odel or
a prototype m odel provided a better acoount for the en-
tire set of sinulated data. This would pose an hterest-
Ing problem of dentifiability. The data were generated
using a sinple stategy of local stimulus com parisons
w ithout storing long-tem category representations of



any kind. Y et by com paring justa prototype m odeland
an exemplar model, we may enoneously conclude on
the basis of m odel fits that subjects were actually ab-
sSracting prototypes or rem em bering exem plars.

To be goecific, we fitted a pmototype model and an
exem plar m odel o the sinulated data generated using
the sin ple stategy . For the exem plarm odel, an iem ©
be classified is com pared w ith the stored exem plars of
category A and category B . The probability of classify-
g the item into one of those categories is given by the
rlative summ ed sin flarity of the ifem t© the stored ex-
em plars of the two categories. For the prototype m odel,
the probability of classifying the iem is given by the
rlative sim larity to the pmototypes of the two catego-
ries. Sin ilarity between an item 7 and a stored exem plar
J (oran abstracted prototypej) isgiven by

_ 8 (1,5)
Sij— | | s,

m

where the 0<s,<lare fiee parameters along all m di-
mensions. The d(7,j) is a function that retumsa 0 ifi and
j match along dinension m and retums a 1 if i and j
misnatch.A anallvalue of s, Indicates that dim ension
m is particularly diagnostic. B ecause of the multbplica-
tve sim ilbarity mile, m ismatches along that din ension
w illhave a large effect on decreasing sin ilarity.

For the exem plarm odel, evidence forcategory A , E,4,
is found by summ g the sin flarities of an iEm t© all
exem plars In category A , and evidence for category B,
Eg, is found by summ Ing the sim ilarities to all exem -
plars In category B . For the prototype m odel, evidence
for category A, E4, is the sin flarity to the category A
prototype, and the evidence for category B, 3, is the
sin flarity to the category B prototype. The probability
of classifying i nto category A is then given by

P @A |1') :‘b%\#
b,E, +b,E,
where b, is the category A bias @sm ghtbe expected,
the bias term s did not contrbute to any significantly
Inproved fits o the sinulted data). The prototype
model and the exem plarm odel w ere fitted to the sinu-
lated data usihg a hill-clim bing procedure that located
param eters thatm in ized the sum of squared enorbe-
tw een sim ulated cbservations and m odel predictions.
The summary of this m odeling was staightforw ard.
The prototype model provided a better acoount of the
data that was sinulated using the sinple stategy than
did the exem plarm odel. This finding is summ arized n
Table 3.A s shown I the third colmn, forevery stuc-
ture which could be “leamed” using the sin ple stategy,
and forwhich Sm ith and colleagues found evidence for
prototype abstraction, the prototype m odel provided a
superior account of the simulated data. A lthough the
data was generated using a stategy that made no re-
oourse to abstract prototypes, the prototype m odel fitted
that sim ulated data better than the exem plar m odel. If
subjects were Indeed using this sinple stategy, one
m Jht enoneously conclude that they were abstracting

pototypes when In fact they were rlying on local
stim ulus nform atdion to m ake a categorization decision.

Summ ary and C onclusions

Sm ith and colleagues (Sm ih et al,, 1997; Smih &
M Inda, 1998) have provided evidence forprototype ab-
Straction in category leaming. W e noted that n their
experin ents, they exam ned data from leaming trials in
which feedback was always provided. W e Ivestigated
the possibility that subjects could use this conective
feedback to classify the subsequent item in the category
leaming task wihout making recourse t© long-tem
category representations of any kind. A ccording to this
sin ple stategy, subjects must only com pare the cunent
iem wih the previous one. The previous item had been
TBbeled explicitly by the experimenter n the form of
corrective category feedback . The current item is classi-
fied In the sam e category as the previous one if they are
sufficiently sin ilar to one another, otherw ise the cunent
iem is classified in the other category.

First, we observed that those stuctures that Sm ith
and colleagues found evidence forprototype abstraction
w ere those category structures w hich could be “leamed”
using this sinple stategy. In other words, engaging In
these Jocal stim ulus com parisons could produce catego-
rization accuracy greater than chance. For com parison,
we docum ented a num ber of other category stuctures
forwhich this sin ple strategy w ould be unsuccessfirl.

Second, we sinulated data using this sin ple stategy
for those stuctures forwhich the sin ple stategy would
work. W e then fited a prototype and an exemplar
model o this sinulated data. Ih every case, the proto-
type model fitted the sinulated data better. If subjects
were o use this smple stategy, wihout rlying on
stored category representations, we m ght eroneously
conclude from these model fits that subjects were ab-
stracting prototypes w hen they w ere not.

I a recent paper, Stewart, Brown, and Chater (n
press) docum ented evidence for the use of sequential n-
form ation In categorization sin flar to what we are pro-
posing. U sing what they called a m em ory and contract
M AC) stategy, they tested w hether subjects would re-
soond w ith the sam e category as on the previous trdal if
there was a am all difference between the two stmuli,
and a different label if the difference w as large, just ke
the sinple stategy we Ivestigated. Not only did they
dem onstrate that the M AC sategy could achieve well
over 80% accuracy on the category stuctures they
tesed, but they also mported highly systematic se-
quence effects in the experin ents they reported, which
were congistentw ith the use ofaM AC stategy. The se-
quence effects they observed were lnconsistentw ith ex-
em plarm odels and otherm odels they Investigated.

So, the conclusion of our work along wih that of
Stew art and colleagues is perhaps best described as a
cautionary t@le. W hen we engage subjects In category
leaming experin ents, ourgoal is typically to undersand
som ething about the long-tem category representations



that subjects may have form ed about those categories.
Y et, subjects w ill use whatever inform ation they have
available to them to make a conect response, perhaps
w ithout even using any long-term category know ledge.
They can clearly use feedback fiom previous trials
categorize on a cunent trial, at least under some cir-
cum stances. O ¥ they can leam som ething about catego-
res during testing In ways that may be entirely unan-
teipated by the Investigator.
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