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Abstract

Verbs are a m ajor com ponent of theories of language

processing, partly because they exhibit system atic

restrictions on their argum ents. H ow ever, verbs follow

their argum ents In m any constructions fparticularly in

verb-final languages), making it mefficient to defer
processing until the verb. Computational m odeling

suggests that during sentence processing, nouns m ay

activate Inform ation about subsequent lexical iems,
ncluding verbs. W e Investigated this prediction using

shortstim ulus onsetasynchrony (SO A , the tim e betw een

the onsets of the prine and target) prin ng. Robust
prin iIng obtained when verbs wer named aloud

follow Ing typical agents fuun - praying), patents dice -
rolled), instum ents shovel - digging), and Jlocations

(@rena - skating) . This research is the first to Investigate

system atically the prim Ing of verbs from nouns. k
suggests that eventm em ory is organized so thatentites

and objects activate the class of events n which they

typically play aole Lancasters& Barsalou,1997).These
computations may be an inportant component of
expectancy generation In sentence processing .

Introduction

Expectancy generation is a central construct In m any
theories of Janguage com prehension, although the term
hasbeen used In a variety of ways. In the cunentw ork,
we use i to refer not t explicit generation of
expectancies @s in Beckers, 1980, verification m odel)
butmtherto the in plicitexpectancy generation thatisa
natural by-product of language com prehension
processes @s exemplified, for example, by simple
recurrent netw orks and other types of netw orks that
In plem ent processing through tim e, or by increm ental
parsig models wih a predictve component).
Consistent wih the notion that comprehenders
Inplicitly genemte expectations, a number of

com putational models and human experim ents have
shown that both local and global context can nanow
expectations for upcom ing words In a sentence Eeg.
EInan, 1990; Schw anenflugel & Shoben, 1985).

Expectancy generation I theores of sentence
processing has focused primarily on verbs. This is
reasonable because verbs, as predicating functions, tend
o exhibit regular and system atic restrictions on the
argum ents w ith which they co-occur. In lne w ith this
notion, researchers have concentrated on the ways n
which people’s know ledge of verb argum ent stucture
and of the thematic wles associated with vetrbs
constrains what may follow . It has been shown, for
exam ple, that a verb can restrict the range of syntactic
structures or broad classes of words that are lkely ©
follow it. One clear exam ple of this is the influence of
verb subcategorization preferences on resolving the
direct-object/eentence com plem ent am biguity G amsey
etal., 1997).

Them aticRoles

Verbs and their associated them atic wles are a m ajpor
component of most linguistic and psycholinguistic
theories of language processing, and many
psycholinguistic experin ents have focused on them atic
le assignm ent. One reason for this is that them atic
wles are hypothesized to be an inportant locus of
sem antic/syntactc nteraction (Tanenhaus & Carlson,
1989). Recently, M cRae, Ferrettd, and Amyote (1997)
ncowomted and extended the important work of
Carlson and Tanenhaus (1988), Dowty (1991), and
others t construct a theory of thematic rles that
nooomates  eventspecific formation. On  this
account, them atic rles are view ed as mcluding verb-
goecific concepts, and this conceptualiv orld know ledge
is com puted and used Inm ediately in on-line language



processing (e Almann & Kamide, 1999, for
supportive evidence from head-m ounted eyetracking).
A spartof this research, Fenrettd, M cR ae, and H atherell
2001; Experiments 1 and 2) showed that verbs in

isolation prime typical agents, patents, and

nstrum ents. Their Experim ent 4 showed further that
prim Ing w as 1im ited to the appropriate role w hen active

versus passive sentence fragm ents were used to cue

wles. Given these conjoint effects of semantic and

syntactic cues, they conclided that verbs activate event
schem as and that this know ledge should be considered

aspartof them atic roles.

Expectancies from Nouns to Verbs

Because of the emphasis on verbs In the sentence
processing literature, one often finds charmacterizations
n which processing is dependent to a high degree on
the verb, mplying that processing may be held m
abeyance until the verb is heard or read. How ever, In
verb-final languages such as Gem an, deferring any
hypothesis about structiure and m eaning until the end of
the sentence or clause would be an mefficient
processing strategy (Frazier, 1987). Furthemors, a
num ber of recent articles have addressed Increm ental
syntactic processing in verb-final constructions in
Gem an and Japanese g. Kam ide & M itchell, 1999).
There are rasons t© believe that under many
circum stances, words from m ajor syntactic categories
otherthan verbsm ay exertpow erfiil constraning forces
on expectancy genermtion. For example, nouns can
possess valence restrictions, although they do so t© a
lesser degree than do verbs. Th addition, ourw ork w ith
m odeling suggests that netw ork dynam ics w i1l encode
the degree to w hich elem ents other than the verb restrict
the range of what may follow . Therefore, non-verbs
m ay genemate pow erful expectations about w hat m ght
follow , including expectations aboutpossible verbs.
Strong candidates for driving expectations for
sem antic classes of verbs are typical fillers of their
them atic mles: that is, the agents, patents, and
nstrum ents that often are mvolved In specific types of
events, as well as locations at which specific events
typically occur. The present research was designed t©
test this possibility. The logic underlyng the
experinent is that cerain nouns may produce
expectations for certain semantic classes of verbs
during nomal on-lne sentence comprehension by
activating event schema know ledge. If nouns do
activate event know ledge associated w ith verbs, then
those nouns should prime conesponding verbs In a
short SOA single-w ord prim Ing task. Note thatwe are
not claim ing that expectancy generation necessarily
drives perfomance I a short SOA prm g task.
Tnstead, the claim is thatnouns activate event schem as,
and this drives the prim Ing. The in plication is that this
know ledge, once activated, can then serve as a source
for  expectancy generation during on-line
com prehension of full sentences I natural language.

Before describing the experment itself, we briefly
outline another agpect of the theoretical m otivation,
based on recentw ork on eventm em ory .

Autcbiographical EventM em ory

In much the sam e w ay that language researchers have
focused on know ledge com puted from verbs, theories
of autobiographical memory often have focused on
activity as a prmary organizing principle of event
rEpresentations. Som e researchers have chamacterized
this as the strong activity view, whereby events are
omganized and accessed by activity only. Thus m
parallel wih the emphasis on verbs In the
psycholinguistic literature, m uch of the literature on the
omganization of autobiographical m em ory em phasizes
the centmality of events, which often are mealized
Iinguistically as verbs. The Fenrettietal. 2001) results
show Ing that som e verbs provide strong expectations
for classes of noun concepts to fl11 specific them atic
wles could be viewed as on-lne support for this
position.

A tthe sam e tim e, the literature on the organization of
event m em ory also suggests that nouns may produce
expectations for specific classes of verbs. Lancasterand
Barsalou (1997) found that people are adept at
owanizing schort nanatives In tems of muldple
com ponents of events, mcluding activity (ie., by verb),
tme, partcipants ({e. agents and patients), and
location. They argued that contary © the stong
activity view , memory is organized to allow access
from m ultple com ponents of events.

O ur argum ent assum es that people s know ledge of a
genemralized event such as skating is constructed over
time from Mndividual event instances, and can be
computed In multdple ways. If this is conect, nouns
should quickly activate w ell-learned event know ledge,
o that typical agents, patents, mstruments and
Jocations should prim e verbs denoting the event.

Experin ent

The present research tested this prediction using short
SOA prin ing from nouns t© verbs. The noun primes
referred t© entites, objects, and locations that are
typically nvolved in the events denoted by the target
verbs. W e predicted shorter nam ing latencies for verbs
prin ed by their comm on them atic le fillers than for
verbs prim ed by unrelated nounsbecause a related noun
w il activate the schem a corresponding to the type of
event in w hich it typically participates, thus activating a
verb denoting that type of event.

M ethod

Participants. Forty University of W estem Ontario
undergraduates participated for course credit. AL
partcipants w ere native speakers of English and had
nom alor corrected-to-nom alvisualacuity .



M aterials.To tap It people’s know ledge of the types
of events In which certain entities and objects play a
goecific role, we used w hatw e w il referto as them atic-
based event generation noms. These noms are
designed to estim ate the conditional probability of a
generalized event given an entity or object playing a
specific ole. Participants w ere asked t© genemate verbs
n response © typical agents, patients, nstrum ents, and
locations. In the agent nom s, participants w ere given
nouns such asmm and were asked t© "List the things
that these people comm only do." In the patent nom s,
partcipants w ere given nouns such asdice and asked to
"List the things that these cbjectsfpeople comm only
have done to them " In the nstument noms,
partcipants w ere given nouns such as shovel and asked
to "List the things that people comm only use each of
the follow ing to do." Fially, n the location nom s,
partcipants w ere given nouns such as arena and asked
to "List the things that people comm only do at/mn each
of these Jocations." both For each item , ten blank lnes
were provided for responses. No time lmit was
In posed . Participants w ere undergraduate students from
Bowling Green State University. Each participant
com pleted only one list; there were approxin ately 25
item sper list. Th total, 20 participants responded t© each
iem .

Responses were scored based on their rank order
w ithin a participant, and on their response frequency .
That is, each response was scored In term s of the
num ber of participants listing it first, second, thid,
through to tenth. A weighted score was calculated for
each regponse by m ultplying the firequency w ith w hich
it was produced first tim es 10, second tim es 9, and so
on, and then summ ing those products. W herever
possible, noun-verb pairs w ere chosen for the prim ing
experin ent by taking the verb with the highest
weighted score. In a few cases, the response w ith the
highestw eighted score could notbe used because itw as
a multb-w ord phrase, such as work out for gymnasim ,
and the constramts of the nam ng task demanded a
single-w ord verb target. In a few other cases, the same
verb w as the best response form ore than one item €g.,
aut forboth chainsaw and knife) . In both of these cases,
the verb chosen for the prim Ing experim ent w as either
the nextbest regponse, or a synonym or near synonym
of the best regponse. For exam ple, because cutting was
used as the arget for chainsaw |, slicihg w asused instead
of cutting as the taxget forknife..

From these nom s, we chose 30 agents paired w ith
the present participle of a verb such as nun - praying,
waler - serving, and lawyer - defending, 30 patents
paired w ith the past participle form of a verb, such as
teeth - brushed, dice - rolled, and t@x - paid, 32
nstrum entpresent participle pairs such as shovel -
digging, pen - writing, and chainsaw - cutting, and 24
location-present participle pairs such as cafeteria -
eating, bedroom - sleeping, and bathroom - showering.
The weighted scores for the verbs for each them atic

wlewer Mmaxmum of200):agents,M = 91, SE = 10;
patients,M =111, SE = 10; mstruments, M = 134, SE =
8;and locations,M = 114, SE = 11.

Target verbs were presented In present participle
form with the agent, Instrum ent, and location prim es.
V etb targets paired w ith typical patents, how ever, w ere
presented In their past participle forms to avoid
hchiding prime-target pairs that formed oocherent
fam illarphrases, such ascigar smoking .

L ists.Two listsw ere created foreach type ofnoun ({e.,
agents, patents, insttum ents, and locations). Each list
contained half of the wlated and the opposing half of
the unrelated item s. Unrelated item sw ere created by re-
pairing the nouns and verbs from the related trdals in the
opposite list. Filler trals consisted of unrelated noun-
verb pairs such as s@pler vacuumng. Each list
contained four tim es as m any unrelated filler trials as
rlhted target tem s @elatedness proportion was 17).
Thitty-five unrelated practice trials were used for the
practice session for every participant. No participant
saw any word tw ice.

Procedure. For each tdal, the partcipant was
nstructed to read silently the first word presented on
the com puter screen and t© pronounce aloud the second
word as quickly and accurately as possible nto the
m icrophone. Stim uli w ere presented on a 14-inch Sony
Triniton monior connected to a M acintosh LC630
using PsyScope (Cohen et al., 1993). A m icrophone
connected to a CM U button box measured nam Ing
latency (In ms) as the tim e betw een the onset of the
target and the participant’'s pronunciation of it. Each
tral consisted of: a focal pomt (*) for 250 m's; the
prine for 200 ms; amask &&&&&& & & &) for 50
ms; and the target untl the participant nam ed it. The
tertrial nterval was 1500 m s, and a break was given
every 40 trals. Testing sessions began w ith the practice
trals and lased approximately 20 minutes. The
experin enter recorded trals n which the participant
misgpronounced a word @ pronunciation enor),
extraneous noise caused the voice key to trigger @
m achine ernor), or the voice key failed t© trigger @
m achine enor) . Participants w ere assigned random Iy t©
be tested on either the agents and locations, or on the
patients and instrum ents. The order of the tw o listsw as
counter balnced across partcipants ({e. tE=n
participants w ere tested on agents then locations, and
another ten on locations then agents, and the sam e for
the patients and lstyum ents) .

Design.Nam ing latencies and the square root of the
num ber of pronunciation erors M yers, 1979) were
analyzed by sepamate tw o-w ay analyses of variance for
each them atic le (Egents, patents, nstum ents, and
locations). The factor of Interest was wlatedness
(elated vs. unrlated), which was wihin both
participants ;) and item s (F,) .Listwas mclided asa



Table 1:M ean Verb N am Ing Latencies m s) and Percentage Pronunciation Enors

Agents Patients Tnstum ents Locations
D ependentM easure M SE M SE M SE M SE
Response Latency
Unrelated 592 21 583 20 565 20 578 16
Related 574 19 561 18 549 17 560 19
Facilitation 18* 22% le* 18*
Percentage Enors
Unrelated 19 08 32 14 14 0.7 25 12
Related 19 09 19 08 11 06 15 08
Facilimtion 0 13 03 10

* Significantby participants and item s

betw een-participants dum m y variable and item rotation
group as a betw een-item s dumm y variable to stabilize
variance thatm ay result from rotating participants and
item soverthe tw o lists (Pollatsek & W ell, 1995).

Reauls

N am Ing latencies greater than three standard deviations
above or below the grand m ean were replaced by that
value (1% of tals). Two partcipants were dropped
because their soft speakng style resulted n an exttem e
number of trials n which the voice key was not
activated. M achine enors, the m ajority of which were
caused by the microphone failing to register the
participants response, occunred on 4% of the trals,
were excluded from all analyses. Pronunciation enors
w ere excluded from the latency analyses.M ean nam ing
latency and percent pronunciation erors are presented
foreach condition in Table 1.V etbs w ere nam ed m ore
quickly when preceded by a related versus an unrelated
noun for each of the four thematic roles: agents:
F,(1,18) =619, p< 05, F,(128) = 412, p < 06;
patents: F; (1,18) = 754,p< 05, F,(128)=1198, p <
001; nsuments: F; 1,18) = 566,p < 05, F,(1,30) =
764,p< 01;and locations: F; 1,18) = 533, p < 05,
F,(@122) = 1041, p < 0l. There werr no mwliable
differences  pronunciation enormates, allF 5< 1.

D iscussion

Noun-verb pairs were chosen using them atic-based
event generation nom s designed to tBp o peoples
know ledge of the oonditonal probability of a
generalized eventgiven an agent, patient, instrum ent, or
Jocation. Significant noun-verb prim ing was found mn
all four cases. To our know ledge, this is the first
experin ent to vestigate system atically the prim ing of
verbs from nouns.

This experim ent show s that nouns m ake available
Infom ation about events n w hich they typically play a
wle. One plausible explanation of these results is that,
as In the weak actvity view of event memory
(Lancaster & Barsalou, 1997), event schemas are
organized so that they are accessble from common
agents, patents, instrum ents and locations. That is,
mental representations of genemlized events are
stuctured so that they can be com puted quickly when a
noun that refers t© a typical com ponent of a specific
type of event is read orheard. W hen this generalized
event know ledge is com puted, the verb corresponding
to this type of event is partally activated, thus resulting
I the prim Ing effects found i the Experin ent. In other
wors, language and event m em ory are organized so
that event know ledge can be accessed quickly from
nouns, as well as from verbs. This explanation is
consistent w ith M oss et al. (1995) who found prin Ing
using functionally-related item s such as broom -floor.
M oss et al. conclided that prim Ing in their experim ent
occurred through representations of generalized events.

The fact that nouns can activate Infom ation about
corresponding verbs suggests that, at least In some
circum stances, nouns may be a strong source of
expectancy generation for ensuing verbs. This m ay be
partcularly in portant for languages such as Gem an
and Japanese, which contain numerus verb-fnal
constructons, but it may also ply a key mlke m
sentence com prehension (@nd production) I Englich.
A t least one noun phrase precedes the verb in the vast
majprty of English utterances, and 1 many
constructons the verb appears late In the clause, as In
questions W hich custom er did he serve?) and itclefts
(Tew asvase on the coffee able thatshe broke.).

One question that m ight be asked of the present
results is why prim ng was found from locations to
verbs, whereas Fenetti et al. 001) failed t© find



prm ing from verbs to locations. The most lkely
explanation concems the type of nom ing used I the
two experiments. The present study used them atic-
based event generation nom s designed to tap people'’s
know ledge of the conditional probability of an event
given (I this case) a location . Th contrast, Ferretti et al.
used wle/filler typicality nom s n which participants
were asked to provide ratings for questions such as
"How comm on is it for som eone to draw in each of the
follow ng locations?" This m ay notbe the bestway to
measure the conditional probability of the location
given the event. For example, although the mean
wle/fller typicality mating for draw -studio was 6 5 out
of 7, there are num erous locations w here draw Ing can
occur, and a studio m iIghtnotrank as the best.

To test this possibility, w e conducted a further setof
nom s, parallel o the event generation nom s used n
the curent study . Participants listed locations atw hich
som e event m ight occur, providing an estim ate of the
conditional probability. I these noms, the mean
w elghted score for Ferretti et al.s 001) verb-location
item swas only 44 maximum of 200). In contrast, the
m ean w eighted score of the location-verb item sused n
the present research was 114 . This difference betw een
the conditional probabilities in the relevant directions
m ay account forthe discrepancy betw een studies.

Note, how ever, that the Fenetti et al. 2001) study
did find rmbust prim ng In the other three verb-noun
conditons (ie. verbs prined agents, patents, and
nstrum ents), rmising the possibility thatourresultsm ay
be due to backw axd prim Ing from the verb. If thiswas
the case, it would seriously reduce the theoretical
Inport of our results. Ih regponse t this potental
crticism , we note that Kahan, Neely, and Forsythe
(1999) and Peterson and Sinpson (1989) have shown
that backw ard prin Ing occurs In a nam ng @k at a
chort SOA ,butnotatan SOA of 500 m s. Therefore,we
curently are replicating this experin entusing a 500 m s
SOA . If verbs are prim ed, w hich w e expect they w illbe
given the conditional probabilities as evidenced by our
nom s, then we can be positive that backw axd prim ing

isnotresponsible forourresults.

Spreading Activation Networks. A common
explanation of word-word prim Ing results focuses on
Spreading activation in a sem antic netw ork . Therefore,
an Interesting question concems whether spreading
activation netw orks would predict prin Ing of verbs
from agents, patents, nstuments, and Ilocations.
A Tthough the first sem antic netw orks focused solely on
noun mpresentations Collins & Quillian, 1969),
rlatively early extensions noorporated verbs G entner,
1975; Rumehart & Levin, 1975). Verb representation
ncluded core m eaning plus them atic 1inks to nodes that
stood as placeholders forpossible noun phrases that f11
those roles In sentences. N ote that these links could be
bi-directional, so that activation could spread from the
them atic rle nodes t© the verb node. How ever, these

them atdc links and nodes included m ininal sem antic
content that was restricted ®© genermal selectional
restriction inform ation. For exam ple, a them atic 1ink
betw een a verb and an agentnode m ight specify thatthe
filler of that node must be anin ate. Thus, soreading
activation models of this type predict no prin g
because the experim ent reported herein controlled for
general selectional restrictions iIn that the related and
unrelated trials w ere equivalent in temm s of this factor.

If current sem antic netw orks w ere expanded, it could
be assumed that noun nodes representing comm on
agents, patents, nstum ents, and locations becom e
Iinked to specific verb nodes over tim e. These lnks
m ight be form ed because of peoples experience w ith
events (via noticing that chamsaws are used for
cutting), andor linguistc descriptions of events €eg.,
via word co-occurmrence in speech and t=xt). In this
view , when participants read the noun prime In our
experin ent, activation m ight spread t© the verb node
and prim Ing m ght result. Thus spreading activation
netw orks could predict prim ing of verbs from typical
them atdc wle fillers, but only by incorporating ad hoc
assum ptions w ell outside the scope of curnrent versions
of the theory .

U ndifferentiated Iinks encoding  associtive
rlatedness provide a possible second way in which
sporeading activation netw orks m ight predict prim ing
from typical thematic wle fillers to verbs. I the
representations of w ords and br concepts that often co-
occur In events and language becom e linked in one or
m ore of sem antics, orthography, and phonology via an
unspecified associative relation, then those links could
sewve as the basis for prim Ing from nouns referring t©
typical com ponents of events to verbs. Theoretically,
how ever, it is a step backw ard t© treat this know ledge
as an undifferentiated associative relation because it is
known to be them atic-driven know ledge conceming the
wlationship between generalized events and their
Ccom m On com ponents.

Fially, a recent experim ent, part of this line of
research, produced results that are extrem ely difficult
fora spreading activation netw ork to account for, even
given the additional ad hoc assum ptions described
above. Ferettd (000) manipulated verb aspect to
reference various com ponents of the tem poral stucture
of events. In one condition, he presented a verb prin e
In its inperfective aspect eg., was skating), which
references an eventas ongoing . Ferrettd reasoned that if
an event is n the process of occurring, then the location
atwhich the event is teking place should be salient. h
the second condition, the verb prin e w as presented
its pastperfect form (e g.,had skated), which references
the event as com pleted. That is, perfect agpect focuses
on the resultant states of an event. Ferrettd reasoned that
if the event is referned t© as com pleted, the location at
w hich that type of event typically occurs should notbe
as salient. Thus, if prim Ing is due t© event know ledge
and aspect references various components of the



tem poral stucture of events, prin Ing should be found
w ith in perfective agpect W here location is salient) but
notw ith perfect agpect W here it isnot) . In a sgpreading
activation network account, there should be no
nfluence of aspect. n a short SOA priming task,
typical locations were significantly prim ed by verbs
presented In their Inperfective aspect, whereas no
prin Ing obtained w hen perfect aspect w as used. These
results ollow natally friom an account 1 which
prm Ing occurs via event schemas. However,
accounting for them In a spreading activation netw ork
requires ncowomtng some mechanism by which
asgpectcan m odulate the flow of activation.

Conclusions

Eventm em ory is organized in m ultple ways, m aking it
accessible from nouns as well as from verbs. Because
of this, agents, patients, Instrum ents, and locations
prim e verbs denoting events n which they typically
play a specific wle. These results suggest that nouns
can be a bagis forgenerating expectancies forupcom ing
verbs during on-line sentence com prehension .
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