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Abstract

A neuml network model of language acguisition is
troduced, based on and m otivated by cunrent research
I psychology and Iinguistics. T inclides both sam antic-
feature representations of words and localist linguistic
mwpresentations of words.  The network leams t©
asochte the samantic features of words t their
Iinguistic Jabels, asw ell as to predict the nextw ord In the
corpus. This is nterpreted t© m odelboth the acguisition
of a Jexicon, and the begimings of syntax or gramm ar
word order). The wlatinship of lxical leaming t©
gramm ar leaming is exam ined, and sin ibrites t© the
hum an data found. The results m ay provide support for
the Grammarfiom the Lexioon’, or ‘em ergentgram m ar’
position.

Introduction

How do children acquire language? M ore generally,
how does any abstact language lamer acquire
lnguage? W hen we attempt to model language
processing via com puter sin ulation, w hat should we be
attem pting to m odel, m ature adult perform ance, or the
developm ental schedule of a child? W hat can such a
model hope to tell us about the process of language
acquisition In hum an infants?

These are som e of the questions m otivating our effort
o m odel language processing. M uch evidence exists as
o the usefilness of the connectionist modelling
enterprise for the understanding of hum an language In
general. How evey, as we seek t© model m ore fully the
actual processing, and even production, of language, in
a behavioural fashion, we consider it very in portant to
tBke a developmental approach t© human language
processing. That is, a complete model of language
processing should first become a model of language
acquisition. Evidence suggests that a model of
lnguage aocquisition in children should provide the
foundation necessary to scale up t© a model of more
m ature Janguage processing, asw e shall see.

D evelopm entalLanguage A oquisition

T considering a developm ental m odel of language,
one inporant agpect is the lin its of the entewprise.
That is, where does language acquisition s@art, and
where does it end? Language is a very complex
cognitive activity, and our connectionist m odelling

techniques sdll m aturing. W e do not want to clide
any more than absolutely necessary n a model of
bnguage if we ar to be successful. Thus, it is
In portant o be explicit about ourassum ptions, In tem s
of pre-linguistic m ental representations, or of whatwe
can exclude from ourm odel or nclude only as nputs.

W e assum e here that m odelling any of the low -level
acoustic properties of language is unnecessary for our
purposes. W hile issues such as phonem ic ssgm entation
are inporant for language, those audiory tasks are
arguably well-leamed by the tine of vocabulary
acquisition. Further, m odelling to the level of acoustics
is too com putationally dem anding to include In a m odel
of language acquisition atpresent.

If we consider the start of vocabulary acquisition to
be at the age of the child’s first word, typically 8-12
m onths, then we can ask the follow Ing question. W hat
cognitive capacites does the child have prior to that
point? W hatdoes language have to build upon? Some
suggest that there is a considerable am ount.

Lakoff and oolleagues (Lakoff, 1986; Lakoff &
Johnson, 1999) suggest that the child has reached an
adequate level of conoept fomation prior t© the
development of language. Few would amue, we
believe, that pre-linguistic children must have some
kind of ltemal representation of the world, some
understanding that a cat is fuzzy and can be patted,
even if they don’tknow the words cat, orpat, or fuzzy .
Lakoff argues that children’s sensorim otor experience
is continually building up these pre-linguistic concepts,
concepts that are very sgpecific and concrete, and that
these concepts enable the chid to fincton i their
Iim it=d wordd.

W ih all of this cognitive m achiery aleady well
established, the language leaming problem has happily
becom e much sin pler. If a child already has a concept
for things lke ‘cat!, then when i begins to leam the
wor forcat, it is really only attaching a Iinguistic label
o a category of sensori otor experience that it has
previously built up. The laming of words is thus
mduced to the leaming of labels for things. The
attrbutes of those things and the relationships betw een
them are allpredeterm ned @@t least at this stage) by the
child’s environm ental experience. O f course, nouns fit
nto this view pontw ith greater ease than do verbs; itis
harderto pointto a verb than a noun.



This is the tadidonal view In developmental
psycholinguistics according to G illette et al. G illette,
Glkiman, Glieman, & Lederer, 1999). As they point
out how ever, this view has Im its. Specifically, they
show evidence that only some words can be derived
okly via extralinguistic context.

I is well known that there is an overwheln ing
preponderance of nouns In children’s early gpeech, not
only in English but n m ost languages, w hile adults, of
course, have a much mor equal balnce. Seveml
explanations have been offered for this distnction. The
discontinuity hypothesis holds that the cognitve
capacites of children are fimdam entally different from
adults. Thus, at some point after the sart of
developm ent of language children’s cognitive capacity
for language changes. Gentner describes the noun
Jeaming advantage as due o the conceptual com plexity
of the ways n which the two classes, noun and verb,
describe the world Cied In G illette et al, 1999). That
is, nouns describe obect concepts, w hile verbs describe
relations betw een dbects. The Jatter would cbviously
be the m ore com plicated task, since it depends on the
success of the fomer. As Gillette et al point out, by
this Interpretation leaming w ords is not justa m atter of
associating Iabels to conoepts.  Significant conceptual
leaming mustoccuras well. If tue, this nteypretation
would argue against the conceptualization of language-
age childien as wlatively conceptually sble, and
would aleo nvaldate one of the assum ptions of our
m odelling approach.

Forumately, Gillette et al. offer a different
Tnterpretation, the continuity hypothesis, w hich assum es
that children are conceptually equipped t© understand
at least those conoepts that underlie the words that
adults typically use w ith them , both nouns and verbs.
How evey, they argue that it is sHll possible to acoount
for children’s inital restriction t© noun leaming, using
nstead the different mform ational rquirements of
w ords that are necessary to uniquely dentify them fiom
extralinguistic context. They refer t© their hypothesis
as an Inform ation-basad account, and describe several
experim ents that support this account.

M ost mporently Gillette et al. provide stong
evidence that leamability is not prim arily based on
Jexical class. Thatis, it isnotw hethera word is a noun
ora verb thatdeterm ines if it can be lramed solely firom
cbservation. Rather, they demonstate that the mal
distnction is based upon the word’s in ageability or
concreteness.

Tt is cbvious that the very firstw ords m ustbe leamed
okl by the child attem pting to discover contingencies
between sound categories and aspects of the world,
over many different exemplrs. Gillette et al
dem onstrate that the very first w ords used by m others
o their chidren ar the most staightforwardly
cbservable ones, and that as a group, the nouns are n

fact m ore cbservable than the verbs. Furthem ore, the
Inageabilty of a word is more imporant than the
Iexical class. The m ost cbservable verbs are leamed
before the less observable nitial nouns, accounting for
the few 1a1e early verbs in children’s vocabularies.

So, inageability or concreteness is the most
In portant agpect of the early words, nouns and verbs
alke, and it determ ines the order n which they tend to
be leamed by children. This result argues against the
discontinuity hypothesis, and supports Lakoff’s early
concepts and the borders that we have drawn for our
Ianguage m odelling enterprise. How ever, w hat of the
¥ssinageable words? How are they leamed?

G illette et al. aleo find evidence for the successive
In portance of noun co-occunence nform ation and then
argum ent stucture.  That is, for later leaming of the
Jess mageable words M ostly verbs), cbserving w hich
previously know n nouns co-occur n a sentence w ith the
yet unknown word label helps gratly t© uniquely
dentify the concept. Thus mther than im ageability
determ Ining exactly which ocbjpct we are taking about
over m ultple experiences, for many verbs the nouns
Twolved act to dentify it. Thus if the noun all’ is
paired wih a yet unknown word, the oonoept
‘throw Ing’ may be actwvated for many Ileamers,
allow Ing them to mfer that the unknown word m eans
‘o throw ' G illette etal, 1999). A mgum ent stucture is
yeta further step to verb nference. G illette etal. show
that the num ber and positon of nouns In the speech
sream  relisbly cues which verb conoept the unknown
word could be.

A tthis point n the child’s language leaming w e have
moved beyond nitdal lexical leaming and are In the
realn of syntax. The firstwords fm anly nouns) have
been leamed w ithout reference to other words, their
cheer 1 ageability enabling them t© be infened fiom
the adult to child speech stream and the extralinguistic
evidence. The next step Involves the use of these
concrete nouns t help infer the less imageable verb
m eanings n the speech sream , and friom there the child
is no lnger laming words wokly fiom the
extalinguistic context. The Iexical stucture of
utterances now assists the child aswell. For exam ple,
the first few verbs leamed, when experienced n adult
goeech and volving a novel objct, will cue the
Inference of the new noun label and, depending on the
particular verb, even the type of noun involved. The
circular, bootstrapping process of language leaming is
on s way (for further evidence conceming verbs and
nouns regpectively, see Goldberg, 1999; Sm ith, 1999).
Before long new words w ill no longer require explicit
extralinguistic context atall. The school-age child w ill
begin wading and acquiring new words sokly by
kEexical constaints, albwing them t© exhibic the
hcredble word acquisition 1ates that have been
reported Eeg.Bates & Goodman, 1999).



O f course, once the child’s lexicon has reached a
certan level of com plexity, pethaps 300 words Bates
and Goodm an, 1999) the m uld-word stage begis, and
gramm ar acquisition begins t be a consideration as
w ell as just lexical acquisition .

G ramm ar From the Lexicon

Bates and Goodman (1999) exam ne the highly
Iinked developm ent of gramm ar and the lexicon. They
provide evidence for the ememence of gmmmar
directly from the lexicon iself. Specifically, they show
the Jack of evidence for any dissociation of lexical and
gram m atical processes (drawn from studies of early and
bte twkers, focal brain lesions, and development
deficits), along w ith the very tight developm ental tes
betw een the two. For exam ple, lexical status at tw enty
months @Quring children’s vocadbulary burst) is the
single best predictor of gram m atical status at 28 m onths
@uring children’s gramm ar burst), w ith a conelation
coefficient of between 70 and 84. This is n factas
good a satistcal elationship as that betw een separate
measures of grammar! This is good evidence that
gram m ar does em exge, at least partially, from the very
grow th of the lexdoon itself.

This finding, as well as those of Gillkette et al, is
In portant o the developm ent of ourm odel of language
acquisition, as if grammar developm ent is em ergent
from Iexical developm ent, then we want to be sure that
we do not model them as two separate modules or
com ponents. Rather, a cential tenet of curm odel is to
use a single process orarchitecture t© leam both lexicon
and grammar. Furthemore, lexical development
chould precede gmmmatical, and grammatical
developm ent should not take off until sufficient lexical
developm ent has occuned. O ur m odel should exhibit
the sme sort of acquisiion @nd producton,
eventually) behaviourasa child.

A Dynam icalSystem sApproach

EInan (1995) suggests view ing the process of initdal
Iexical and gramm atical developm ent as a dynam ical
system , or atractor model, which can be leamed
through a process of predicting the input. Roughly
goesking, this viewpomt is as follows. A language
leamer's s=m antic 1Epresentations are very lim ied at
first, much lke a flat three-dim ensional landscape.
Then as the leamer develops sEble categories and
concepts, the landscape gradually develops depressions
or basins, each basin conesgpponding t© a word or
concept, and each experience of that concept despening
the bash, untl eventually the landscape is filll of desp
and w ide basins of attrtaction. These are “attactors”
since, while any partial or confused activation of a
sem antic representation w ill tend to indicate a place on
the Jandscape not In one of these basins, the slope of the

‘|eram’ is such that the representation w ill tend o be
drawn down Into one basin or another, and the larger
basins will be mor lkely to capture the activation.
They “attract” the activation.

Futhemore, this attactor 1mepresentation  is
hierarchical. General or superordinate concepts m ight
have very large bashns, containing w ithin them an aller
basins conresponding to m ore specific but sem antically
rlated tem s.

Obviously this Jandscape representation only applies
o the lexicon. How does gmmmar enter nto the
picture? W ell, if the lexicon is view ed as bagins in this
Epresentation landscape, or sate-gpace, then gramm ar
is contaned in the transitions that occur betw een these
sates. That is, a true dynam ical system congists not
only of these representations In sate goace, but alo
rhtionships that influence movement fiom one
Epresentation to another. Further details can be found
n Elman (1995), but for our present purposes it is
aufficient t© malize that this dynamical systems
approach provides a possble mechanism for the
Inplementation of the wor-nference processes
described earlier Gillette et al. (1999). Cerainly a
recunentnet Iike the one we w ill describe 1 ourm odel
is capable of exhibiting the behaviour of a dynam ical
sysem, wih the hidden unit mpresentations
conesponding o the sate-gpace vectors and the
operation of the network providing the tmansitons
betw een them basad on the values stored 1 its w elghts.
Tt can also be argued that the cortex operates 1 this
fashion EIman, 1995; Sulis, 2001, personal
com m unication), and thus that the sam e explanation can
be offered forhum an language processing .

The Com plte’ Early Language A cquirer

Letus asaum e, then, that the child ormodel) sarts
w ith pre-existing pre-linguistic concepts of the world,
upon which linguistic labels will be leamed by direct
nstuction as well as sinple exposure. This pre-
exising conceptual stucture inplies eiher a pre-
existng m ental representation (sem antic landscape) or
one that is quickly built up as words are matched t©
ooncepts.

Th ourm odel, w e assum e that the child begins syntax
or grammar leaming at the same tine as it beghs
leaming vocabulary. However, since there is litle
evidence that gramm ar is ditectly Instucted Bates &
Goodman, 1999), unlke noun acquisition (Sm ith,
1999), and sihce gramm ar is hherently m ore com plex,
gram m ar leaming does not really succeed until after the
m ost prin al of the lexical attractors have been fim Iy
set and the lexical and syntactical bootstapping has
begun. In essence, gramm ar exposure begis at the
same time as kxical kaming, but gramm ar leaming
doemn't effectively take place untdl the Ilexical
1Epresentations are solidified.



Thus we would expect to see exactly that behaviour
that is seen T real children; lexical development
proceads at an ever accelerating pace, then when the
kxical foundation is fim enough (he 'noise’ or
uncertainty in the language environment is reduced
enough) the mental m achinery can focus on syntactic
wrhtionships, and gmmmatical lkaming should
accelerate. Our model should exhibit exactly this
behaviour if it is capturing the essence of human
language acquisition .

M ethod

Our experin ent congists of tralning our model of
language acquisition many times from different initdal
conditons, and analyzing the perform ance results for
their fit to the hum an data and in provem ents over the
controlm odels.

TheM odel

The m odel of language acquisition discussed hersin
(e2e Figure 1) takes as input uniquely dentified words
(ocalist Input representations), and leams how those
words can be used In sentences. This is not a novel
undertaking (eee EInan, 1990,1993;Howell & Becdker,
2000). However, what is new to this model is the
addition of a second set of Inputs, sem antic-feature
Tputs. By ‘samantic’, how ever w e actually m ean pre-
Iinguistic semantics or meaning E€g. sensorin otor
features). Thus, Instead of abstactly m anjpulating
Jocally-distributed w ord representations, a process that
has been characterized by M cClklland as “lkeaming a
language by listening to the mdio” EInan, 1990), our
m odel attem pts t© ground the word rEpresentations In
eality by associating them w ith a set of these sem antic
features foreach word.

Furthemm ore, the netw ork is not perform ing only the
prediction task that is argued EIman, 1990) © lead t©
an ntemalization of basic agpects of gmmmar,
goecifically w ord-order relationships. Instead, itisalso
laming, sinulanecusly, to memorze is lnguistc
Tnputs, m em orize its sem antic nputs, and associte the
tw o together, such that eiher one alone w Il elicit the
other.

W hy constmict a neural netw ork m odel in this way?
First, using a smmplk rwourent archiecture and
prediction task retans the sucoessfill gram m ar leaming
capabilities that have been shown so wellby EIm an and
colleagues. Second, adding a samantic layer will
eventually allow for the use of phonemic input
Epresentations and the binding of those phonem es nto
words (hmwugh smmantic oonsancy across each
ndwvidualw ord) although the netw ork discussed n this
paper does not deal w ith phonem ic nputs, only whole-
wor Inputs. Thid, the mclusion of the sem antic put

layer and a s=m antic output layer m eans that sem antic
features can be read off for any given lnguistic nput,
ndicating whether the network has leamed the
“m eaning” of the word.

Sem antic Linguistic Linguistic
Autoencoder Autoencoder Predictor
| '
H idden Layer
ContextLayer

Sem antic Linguistic

Input Input

Figure 1: Modified SRN archiectire, ncliding

sandard SRN hidden layer and context layer, standard
Inguistic predicdon layer, and novel samantc
autoencoderand linguistic autoencoder.

Fmally, the mclusion of both Iinguistic autoencoding
word leaming) and lnguistc predicton Qmmmar
laming) allbws us o explre the dynam ics of the
m odel, and determ Tne if the leaming behaviour of the
m odelm agps to the hum an developm entaldata. Thatis,
does the word leaming have to rach a critcal mass
before the gram m ar leaming proceeds? Doesa jmp In
kEexical competence lead t© a Ilnked jmp I
gramm atical competence? I 0, then perhaps the
m odel can provide evidence for the view thatgramm ar
em exges from the lexicon Batesand G oodm an, 1999).

M odelD etails

There are two Input layers and three output layers.
The sem antic output layer is paired w ith the sem antic
Tput lyer. Both are 68 nodes in size, since the
semantic feature dinensions tgken from Hnton &
Shallice 1991) have 68 din ensions.

The linguistic Input and the linguistic outputs are of
gize 29, shce the vocabulary has 29 words. Both
Iinguistic outputs are ted t© the sam e set of linguistic
Tnputs, but where the linguistic autoencoder’s training
signal is the present Input, the linguistic predictor's
training signal is the Inputatthe nexttin e sEp.

Both the hidden and the context layer are of size 75,
and the hidden-to-context transfer fimction is a one-to-
one copy wih no hyseresis (see Howell & Becdker,
2000). The hidden-o-context connection is not



tainable, but the oontextto-hidden feedback
connection is ttained exactly as is either of the nputto-
hidden connections.

Traning Environm ent

The network is trained on a corpus of text derived
from a anall 390 word) subset of Elman’s orighal
corpus of tw o and three w ord sentences w ith a 29 word
vocabulary EInan,1990).

Thput o the sem antic Input layer was derived from
the above corpus by converting each w ord 1n the corpus
o the word’s sem antic featural representation, using a
setof features derived from H inton and Shallice (1991).
This feature set Includes only the sensory features and
exclides the sem antic-association ones found In the
orgmal. This rwmsulted T a bhary distdouted
1Epresentation for the sem antic layer. Tt is in portant to
note that on language tasks a bhary distrdbuted
1Epresentation would often be expected o leam faster
than a localist representation, as it provides more
nform ation to the netw ork .

The network’s welghts werr random Iy itialized,
and training proceeded as usual for Sinple Recunent
Networks, usihg the backpropagation algorithm
Rum elhart, H inton, and W illiam s, 1986).

Traning proceeded untl masonable levels of
accuracy were achieved. Trial nns of up to 1500
epochs Indicated that the net asymptoted near 500
epochs, o0 training did not n any case proceed beyond
500 epochs.

Enor m easures and accuracy m easures were logged
at each Tnput presentation, but averaged over the 390
pattems to one value per epoch of taning.

Results & D iscussion

The first finding from the various nins of the netw ork is
that the net does In fact leam. There had been some
oconcem  that the demeands of three different tasks
sharing a single hidden layerm ight cause significant or
even catastrophic hterference in the leaming tasks. On
the contrary, wih a hidden layer size only slightly
lger than the largest nput layer (75 com pared to 68
for the sem antic nput layer) the net leamed all three
tasks.

Furthemm ore, the tasks were leamed h the expected
order. Thatis, judging fiom the enor curves the binary
distributed s=m antic rEpresentations w ere Jeamed m ost
quickly (shce they provide more infom ation for the
netw ork to Jeam on, ie.more bis tumed on) follow ed
by the localist Inguistic autbencoding and then the
Jocalist linguistic prediction. Prediction, of course, isa
mor difficult @k than autoencoding or
‘m em orization’, just as verb leaming is a m ore difficult
task than noun leaming.

For the present purposes, our analysis is lim ied t©
the Ilxicalgmmmatical whtonshp @nd further
sem antic results are not reported) . Specifically, over 24
gim ulation nms the mean pesk lexical accuracy was
96 6 percent correct, while the m ean peak gramm atical
accuracy was 37 33 perentconect (See Figure 2).

08 /—"—ff'—
06 /

04 J
02

Average Accuracy

Training Epoch

Figure 2: Average A couracy Curves O ver24 Runs

Comparisons wih ‘contol’ or partial netw orks
lacking the sem antic or lexical autoencoder task also
Indicate that each task is leamed faster and more
accurately In the experinental network than n the
contol networks. Only the grammatical results are
reported here, how ever.

For contiol network 1, which mcluded only the
Iinguistic prediction task (ie.an orignal EIn an net) the
peak prediction accuracy was owest, wih a mean of
18 5 percent conrect, and significantly different fiom
the experim entalnetw ork via ttest fa = 10,p<0.0001).

For contol network 2, which exclided only the
gem antic layers, the peak prediction accuracy, achieved
at epoch 500, was significantly lower than the
experin entalnetw ork (=10, m = 28 4,p <0.0001).

For contiol network 3, which exclided only the
Iinguistic autoencoder, the peak prediction accuracy
w as g1l Jow er than the experin entalnetwork m=371)
but the difference did not reach significance (=10,p =
0137).

Thus, training all three tasks through a single hidden
layer apparently creates synergies that allow each t©
proceed fagter than itw ould alone.

M ost mteresting, however, was the mwlhtionship
betw een the lexical and gramm atical accuracy curves
for the experim ental network. W e expect that if our
model is catthing imporant elements of the human
lInguage leaming experience, then it should exhibit
Iexicon-then-gram m ar behavior. Certainly, as discussed
above, the speed of leaming (ate of enor decline)
exhibits this relationship, but that is only to be expected
by the difficulty of the tasks. A better question is



w hether the netw ork exhibits the lexical-to-gram m atical
perform ance conelations that Bates and Goodm an
(1999) discuss. That is, does the lexical perform ance at
time T conelate wellw ith the gram m atical perform ance
atsom e laterpont?

By analogy t the methods cied n Bates and
Goodm an (1999), a pointon the lexical accuracy curves
that could be oonsidered the ‘lexical burst was
dentified Epprox. Epoch 108). Then, since there was
no explicit gramm ar burst! w ithin our time w Indow a
set of conelations was calculated t© the gramm atical
perform ance at various tin e lags fiom the lexical burst
(see Figure 3). The results indicate that the highest
conelation, approxin ately 80, is from the lexical burst
o gram m atical perform ance 75 epochs later.
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Lexical-G ram m atical
Correlation

100 125
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Figure 3 : Lexical-G ram m atical C onelations 1 = 24)

This is smibr t Bats & Goodman’s cied
conelation between lexical satus at 20 months and
gramm atical satis at 28 months n children. At first,
the sin flarity may seem lin ied, sinoe our m odel uses
only 29 words, not the 300-plus that is suggested to be
the critical m ass required for gramm ar leaming. A o,
our sentences use only the 29 words fiom the m odel’s
vocabulary, and no unfam iliar words, and word
laming is being rmpresented by average accuracy
curves. Further, gramm atical status is being m easured
by accuracy of prediction mther than M ean Length of
Utterance M LU).

How ever, w e believe these results are prom ising, and
that further study iswananted. W e have already begun
o mn sim ulations that use larger vocabularies, and that
provide analogues of M LU measurEments for
gramm atical satus, 1 orer to elucidate fiirther the
m odel’s relationship to hum an perform ance.
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